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Hello and welcome to this demonstration in the course for secure systems engineering. In the

previous  demonstration  what  we  have  seen  was  we  had  use  the  shared  cache  memory

between 2 processes for communication we had shown how a sender and a receiver could

actually exchange messages through the shared cache memory. Essentially the load installed

operation to specify memory location could cause conflicts in the cache memory resulting in

a variation in the execution time. 

This variation in execution time was used to actually transfer information from one process to

another. In this video we will take it one step further, we will show how cache memories can

be also used to break cryptographic ciphers, we will demonstrate on a cipher like AES about

how a few bits of the secret key can be recovered from the ciphers that is making it possible

for an attack, so before we go into the attack we will actually just take a brief introduction on

AES and we will see what exactly happens, so the introduction is just about sufficient to

understand this specific attack, so AES as we know is a symmetric key cipher it is one of the

most popular symmetric key ciphers and it is applied in varieties of different application.
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The AES actually looks something like this… as a block diagram as a block it takes an input

which is  a plain  text  and it  gives  you a cipher  text  C. Now the plain  text  essentially  is

operated on by this AES operation, there is a secret key that is also involved and therefore the



cipher text which is obtained as the output of AES is a function of this plain text over here

and the secret key. Now as we have seen in the other video lectures an attacker may actually

know  the  plain  text  with  a  corresponding  cipher  text  and  he  may  also  know  the

implementation which is used in AES. What is kept secret is this key, now a typical AES

algorithm has a key cipher of 128 bits which means that there are 2 power 128 possible key

ideas. 

Breaking  such  a  strong  cipher  would  require  several  centuries  of  computing  power

constrained the amount of computing power that is available these days to actually break such

a cipher. What people now show is that if an attacker is able to actually choose plain text or

monitor the plain text that are being encrypted by AES and also monitor the execution time of

AES then this huge pace of 2 power 128 can be reduced quite drastically. What the attacker

would leverage is the timing behaviour of this AES implementation. 

Now to understand what would happen we have to take a look at the AES implementation

and a little more in detail about the AES algorithm, so 1st of all the plain text which is also of

128 bits is split into 16 bytes P naught to P15, once these bytes go into the cipher or during

the implementation is that these bytes get XOR with 16 bytes of the secret key, so we will

have like K 15 over here which is the 15th byte of the secret key and similarly we have K1 K

naught and so on. 

Now  the  next  operation  in  the  cipher  is  a  lookup  table,  in  the  next  operation  in  this

implementation is memory access to a specific lookup table, this lookup table is known as the

T table and essentially is defined as an integer array of 256 elements and would have the size

of 1024 bytes, so we have a table over here like this and so on. This is about all that require to

understand this  cache timing attack,  this  specific  implementation that  we will  use in this

demonstration actually uses 5 T tables T0 to T4 out of these 5 tables the 1 st 4 are important to

us so these 4 tables are T0 to T3 the first accesses to the tables is as follows, so we have like

16 bytes P0 to P15 and 16 bytes of key which are XOR with their respective plain text bytes

and then there are table accesses which are done as follows. 

So we have T0 which gets XOR with P0 XOR with K0 then we have similarly T1 which is

P1 XOR with K1 so what is happening over here is that we have this XOR operations which

we have shown in the diagram and then there is based on the result of this XOR there is a

lookup in this table at an index specified by P naught XOR K naught. Similarly there is the



table T2 which gets acted upon which gets looked up at the location P2 XOR K2 and T3

which is accessed at the location P3 XOR K3. 

Now important for us are the next 4 accesses to the tables by the plain text P4 to P7 so these

are done at locations T0 P4 XOR with K4, T1 gets accesses P5 XOR with K5. T2 accesses P6

XOR K6 and so on, so let  us look at these tables look ups from a cache perspective,  so

initially let us just focus on this T0 table accesses that is these 2 table accesses. So initially we

have this processor and as we know that there is a cache memory which caches some of the

recently used data and then we have the large lower cache memory of the data. 

So this is the cache memory, so these tables T0 to T3 are at the start of execution available in

the DRAM, so now consider the axis to this tables at locations P naught XOR K naught and

P4 XOR K4, so during the 1st access based on this index T0 XOR K0 some part of this table

is loaded into the cache memory. Now during the 2nd access to the same table at the index P4

XOR K4 there are 2 things that can occur. Either you can get a cache hit which would mean

that this index T4 XOR K4 is in the vicinity or is closed to the index P0 XOR K0, in such a

case the processor would actually find the relevant information corresponding to those parts

of the table and therefore would not require to actually go to the lower memories like that

DRAM or the lower level cache memory. 

So what we are saying is that if we just want to write it in a more mathematical sense we say

that if P0 XOR K0 is approximately equal to P4 XOR K4 then we get a cache hit stop on the

other hand if P0 XOR K0 is not equal to P4 XOR K4 then we get a cache miss, so notice that

we have used the word approximately and given it this approximate signal because of the

reason that P0 XOR K0 may fall in the same cache line as P4 XOR K4 in which case a cache

hit could actually happen, so thus the 2nd operation P4 XOR K4 could result either in a cache

hit or a cache miss, so what we have is this particular lookups either has a cache hit or a

cache miss. 

Now let us assume that there is a cache hit and for simplicity (())(10:23) this approximation

with an equality thus we have P0 XOR K0 is equal to P4 XOR K4. Now if we just rearrange

the terms we have like P0 XOR would be 4 to be equal to K0 XOR with K4. Now if the

attacker actually knows the plain text bytes P0 and P4 it would indicate that he knows the

XOR of the key bits K0 XOR K4. What this means is that the attacker has gained some

information about secret key if you look at this in other way K0 we know is a byte therefore

it has like 256 possible values from 0 to 255 and K4 is another independent byte which has



also 0 to 255 possible values, so without actually running this implementation if the attacker

has to guess the values of K0 and K4 there are 512 different options. 

On the other hand if the attacker runs the implementation and measures the execution time

and identify cache hits and cache misses is uncertainty reduces from 512 to less than 256

without running the implementation if the attacker has to guess about K0 and K4 you see that

there are 2 power 16 possibilities 2 power 8 for K0 and another 2 power 8 for K4 so together

there would be like 2 power 16 possibilities, on the other hand if the attacker actually runs

this implementation and is able to distinguish between a cache hit and cache miss or say by

the timing channels that are present and then this reduces from 2 power 16 to 2 power 8. 

Essentially what would be required is that the attacker guesses a value of K0 and then for that

particular guess he can then compute the value K4 given this particular equation, so this is

essentially the idea of this attack. Now this attack works very well with the older systems like

the Intel, Core 2 Duo and so on but with modern systems like the i7 like we are going to have

here as well as the i3 and i5 processors the attacks are not very successful. Nevertheless it can

still be used to reduce the uncertainty about the key from 128 bits to something much more

lower. 
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So what we will see now is the actual code and a demonstration of the attack. This code may

not work on the virtual machine that was given to you along with the course and you may to

tweak up this program a little bit and in order to get it run on your (())(13:25). So we will be

sharing this entire code with you, this code comprises of the attack.c which is essentially the

attack and there is also a library that is present contains the AES implementation, so we will

actually take a look at this AES implementation. 

So this AES code is built on the lines of open SSL, one of the earlier limitations of the open

SSL and the 1st thing to note is the tables T0 to T4 so they are defined here as follows, so each

of these tables is of 32 bits and there are 256 entries in total, there are 1024 elements in this

particular table. Similar to this table we have the 2nd table Te1 which is also a 1024 bytes, Te2

and Te3, so Te4 is also present but we will not be using this and the other tables I use for

decryption which is not going to be important for us. 

Let us go straight away to this AES encryption algorithm, so what this algorithm takes is an

input which is the plain text. It takes the AES key this is a structured to the expanded key and

it performs the encryption and find the use of cipher text through this particular output. The

AES has several different rounds of operations but what is important for us is only these set

of operations, these 4 lines essentially would XOR the secret key present in this AES key and

a pointer is obtained gained over here with the inputs, so the inputs are here the 16 bytes of

input and the (())(15:23) keys are XOR with it. During the 1st round operation as we had

mentioned there are several table lookups, so in fact each of these 4 tables Te0, 1, 2 and 3

would have 4 lookups each, so the results are XOR and then passed on the other rounds of the



cipher, so the remaining part of cipher from this cache timing attack perspective is not very

important for us. 
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So before we go further we would make this particular AES implementation by just running a

make, so this would create an object file AES 1024.o which we then involved in our attack,

so we will now go to the attack code it is over here and we will just jump directly to the

attack function and what we see is the following, so 1st of all over here we selection some

random plain text, this plain text PT is defined globally as in array of 16 bytes. 

We randomly select something on it and for certain bytes the plain text 0, 1, 2 and 3 we make

the higher (())(16:40) to be equal to 0 then we invoke this function called clean cash and then

we invoke this AES encrypt. Now what happens during the AES encryption is there is this

plain text which is taken as the 1st parameter and there is an expanded key which is also

available and finally this would trigger the AES encryption to occur and the cipher text is

obtained. 

These times stamps here as well as here are used to actually time the execution of this AES,

so you could  refer  to  the  previous  video about  the  cover  channels  to  look at  how these

timestamps are programmed and how they obtain the time. More important for us is that we

evaluate these timings and use a similar frequency distribution and statistical techniques has

been done previously to record the timing and then at a later point determine the secret key.

We will  not  go  more  into  detail  about  this  particular  program  and  it  is  actually  quite

interesting and you could look at it more in detail and try to run this particular program. 
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In order to compile this program we run a make and obtain an output known as attack. The

idea is that we run this attack and try to get this security key, so the secret key is present in

this particular file call key, this file is actually ready by the AES code and it is used during the

encryption. The idea is to get as many bytes as possible from this secret key, the first think to

note is that there 16 such bytes over here and therefore we would obtain a key size of 128

bits, the hope is that when we run this attack we would be able to reduce this uncertainty

about the key to a significant level. 

So in order to run we just run the attack and what gets printed are the potential key bytes

from here onwards that is 4th to the 15th key bytes. The values printed within the brackets are

what  the  attack  program has  identified  the  4th key  which  is  64  for  instance.  The  attack



program has identified 6 essentially has been able to identify the most significant 4 bits of the

key. 

Now each row over here tells  the number of measurements that have taken place,  so for

example this is in hexadecimal notation, so for example this particular row are the results of

the attack after 1024 iteration that is 1024 measurements of the execution time of the AES

and what we see is that the next one is double that amount which is around 2048 iterations

and so on, so as we increase the number of timing measurements that is the iterations in the

attack actually increase, we see that the result become more and more accurate. 

So this particular code is program to go up to 2 power 24 and these are the results after those

titrations, so what we see is that we have this enable which has been predicted correctly by

the attack this is 6 over here and what the attack also obtain is 6 however the next byte which

is 50 the attack has obtain 7 wages, so in this particular way we can find the correctness of

the attack, so we can stop this attack due to time constraints and see the number of bytes that

have actually been obtained and count the number of bytes that have actually been obtained

correctly, so for example here this bike has been correctly obtained because this is 6 so on

this bytes has been found completely, so what we find if we compare the most significant

label of these 16 bytes and compared them with the results within the braces over here, we

find that the attack has identified 4 nibbles correctly that these nibbles occur here, here, here

and finally here. 
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So let us see how much we have actually know about the key, so prior to the timing attack we

had a key size of 128 bits which means that there are… to our uncertainty about the key is

essentially  128 bits.  The actual  key is  one among 2 power 128 possibilities,  so after  the

timing attack which we have done we found that there are 4 nibbles that we have predicted

correctly, so therefore it is like we have identified 4 that is 16 bits of the secret key, so thus

the uncertainty about the key reduces from 128 bits to 128 bits minus 8, so this means the

uncertainty about the secret key has reduced to 112 bits. 

So thus we see that we have been able to reduce the uncertainty about the key, this is one of

the  initial  attacks  that  was  actually  proposed  for  cache  memory.  There  are  much  more

advanced attack where you can get the secretly key with much more accuracy we leave it to

the viewers to actually try this particular attack and also read the state-of-the-art attacks in

this direction and see how we could reduce the entropy or the uncertainty about the secret key

to construct lesser than what we obtain over here. Thank you.


