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Basic Operations 
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In the last video we looked at basic notations for scalars, vectors and tensors. In this video we

will look at some very basic operations that we can do on scalars, vectors and tensors you

should be familiar with most of this already there are couple of special operators that we will

be looking at, but most of you are familiar with this even from high school.
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So the operations that we will be covering in this video are addition and a special type of

addition called broadcasting, then we will be looking at multiplication within this we will

look at the matrix product the dot product and something called the Hadamard product all it is

an elementwise multiplication. Finally matrix transpose and the inverse, okay. So I would

suggest that you can skip this video if you already know this, this is very basic material.
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So addition as you know a normal matrix addition is simply you take one matrix and you add

the other matrix to it elementwise. For this of course the sizes need to match, so if A is m

cross n, B also has to be m cross n and C also has to be m cross n. An example is shown on

your screen, this is basically MATLAB output. So you take some simple matrix A in this case

1 2 3 4 5 6 add another matrix B and it gives you the output C, you can see any element if

you see the element in C which is 12 this is simply the corresponding element in A added to

the corresponding element in B.

Now a special type of addition which we will be using within machine learning this is usually

a programmatic thing rather than you really mathematical, but in a program we often add a

matrix this is actually just a vector and this gives back a matrix. So let us say you have an m

cross n matrix and C also has to be m cross n, what you do in this case is in case either the

number of rows or all the number of columns of B matches you tend to make multiple copies

of the same vector and add it this is called broadcasting all it is it is adding a vector to a

matrix by simply repeating the vectors so that it comes to the same size as the original matrix.



Obviously it can be done only if the vector that we are choosing either has the same number

of rows or the same number of columns, okay this is automatically done in MATLAB and

Numpy especially in the recent versions of MATLAB, Numpy is a python library which we

will be looking at in the third week. So this is done automatically in both of these. Just to

show you an example let us say A is the same old 1 2 3 4 5 6 and B is the well in this case the

row matrix 1 1 1, then all you need to do is this 1 1 1 gets added to the first row gives you 2 3

4, it also gets added to the second row which is 4 5 6 and gives you 5 6 7.

So this happens automatically within MATLAB, we did not anything special written here I

just put A plus B. Similarly in Numpy also this kind of addition is done automatically it is

assumed that if you have a size mismatch then you actually have broadcasting going on.
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Multiplication, so of course all of us are familiar with the matrix product so this also needs a

size  match,  you  know  that  the  first  element  of  the  product  comes  from  a  dot  product

essentially of the first row with the first column. Similarly if I have the ijth element this is the

ith row and the jth column multiplied together give me the ij element mathematically it can

be written in this way summation over k of A ik B kj is equal to C ij we know that as usual if

you have m cross n and n cross p, then C’s size is m cross p, okay.

Sizes of course must match in the sense that you must have the number of the second element

in this case match the first element in this case, okay. So the number of columns and the

number of rows have to match. You can also have as usual a matrix multiplying a column

vector, okay. So we have seen one such example here. You also have something called the



Hadamard product, this is simply an elementwise multiplication, all we have to do is to say

that if A is m cross n and B is m cross n, then C is also m cross n all you are saying is C ij is

equal  to  A ij  multiplied  by  B  ij,  no  summation  unlike  here,  okay  you  just  take  the

corresponding  element  here,  take  one  element  here  multiply  it  and  it  gives  you  the

corresponding element there, this is analogous to what we did with addition, okay.

Why is it that the normal matrix product is defined in this weird way it turns out that it has

several advantages linear algebra wise we do not have the time to go through that in this

course. But it turns out that more often they are not when the products occur they usually

occur as matrix products rather than as Hadamard products, but none the less in deep learning

and in machine learning we will encounter this kind of elementwise multiplication multiple

times which is what that is being written out as a separate thing.

So just as an example is flashed on your screen here, we have taken the same old A, again the

same B and you have a corresponding multiplication for example the 2 2 element here is 5, 2

2 element in B is 7 and 2 2 element in C is 35.
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Finally we have the vector product we are not going to look at cross products really as far as

this  course is concerned that comes more in physics, in machine learning usually we are

dealing with dot products. So a dot product you remember is the product simply between two

vectors which gives you a scalar, we know that this dot product simply is a 1 b 1 plus a 2 b 2

so on and so forth up till a n b n, of course the assumption is a and b are of the same size.



What is more important here is you know one example is given there if a is 1 2 3 and b is 4 5

6 then alpha the dot product is 4 plus 10 plus 18 gives you 32. Now more importantly as far

as machine learning is concerned we can usually also write it in this notation, this is what I

would call matrix notation, this is vector notation. Since we will deal a lot with matrices it is

sometimes useful to see this as matrix notation.

So in this case I can write it as a as really speaking vector should always be represented as

columns, so you write one of this as a column vector and one of this as a row vector, this

would be a transpose b that also gives you the same product using the matrix product rule 1

times 4 plus 2 times 5 plus 3 times 6, so the dot product can be written as a transpose b so a

dot b can be written as a transpose b. 

Of course since alpha is a scalar if you take transpose of this whole thing you can also write

this as b transpose a. So if I had written it as 4 5 6 1 2 3 it will not have mere difference

because  I  am still  making the  same product.  So  we will  be  using  this  kind  of  notation

repeatedly, okay so if I do a transpose times b transpose in MATLAB is represented by a

prime, okay so a prime here denotes a transpose, okay obviously that is going to give you the

same result, okay.

So this kind of thing we will be using extremely often so please get comfortable with this

which is denoting a dot product between two vectors as a transpose b or b transpose a and

also as a dot b. So all these three will be used interchangeably I am going to write this again a

dot b in case a and b are vectors is the same as a transpose b is the same as b transpose a. 
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A couple  of  other  operators  that  we  will  be  looking  at  first  is  of  course  the  transpose,

transpose all of you know is simply written as A transpose mathematically all you do is you

take sort of across the diagonal you take a mirror image in case it is a square matrix. So B ij

will be A ji, okay so if you have the matrix 1 2 3 4 5 6 the same matrix we have been using it

gets flipped so if A has size 2 cross 3 T becomes a 3 cross 2 matrix and the elements flip.

Inverse is a matrix which gives you when multiplied by the original matrix it gives you back

the identity whether you left multiply it or right multiply it we are going to assume here that

A is square, so if A is of size n cross n, A inverse is also of size n cross n and when you

multiply A and A inverse, inverse is that matrix which when you multiply it by A you are

going to recover I, I is of course the identity matrix which has 1 in the diagonal and 0’s

everywhere else so I will just represent it as a big 0, so this is I you are going to get an n cross

n I matrix, okay.

Now it is important to know that not all square matrices have a good valid inverse, it is also

possible to find out (matrices sorry) inverses in the case of non-square matrices in such cases

we use something called the pseudoinverse which we will be looking at later on in the course.
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So just as an example of an inverse if I take a random 3 by 3 matrix and take its inverse, if I

multiply the matrix by its inverse you recover the identity matrix, one thing I would like to

point out is you will notice that the 0’s are not quite 0, you have some decimal places of

accuracy this is something very important this is called finite precision, which means just like

in your calculator you have only certain number of digits that you can represent accurately,



now depending on the calculator you might have 8 or 10 places, okay and certain other digits

are actually uncertain you are not sure what happens after the eight digit.

In many cases the result that the computer gives will actually be accurate only up till a certain

number of  digits,  typically  16 number of digits,  okay if  you have what  is  called  double

precision. We will be looking at the implications of this later on but you can kind of see it that

some of the of diagonal terms it calls positive and some of them it calls negative because you

know may be the 10th or 11th digit is 1 or 2 or something of that sort, okay.

So in this video, what we looked at are some basic simple operators we looked at addition,

more importantly broadcasting which is an extension of addition see you would do it using

over loading the operator, we also saw elementwise multiplication and the other operators are

somethings that you should have been already familiar with, thank you.


