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So, we have a file here. So, I am using this file base code dot py for the very first code.

What we are first going to do if as and always import networkx as nx since we want to

work on graphs.  Next  what  we need is  an  underline  network.  So,  for  implementing

anything how is action a diffusing on this network or action b diffusing on this network,

how is the cascade going.

So, for everything I need an underline graph. And I am going to take this underline graph

as an Erdos Renyi graph as a random graph. So, I make here Erdos Renyi graph G equals

to nx dot erdos renyi graph and then I want this graph to have 10 nodes.

So, first parameter is the number of nodes which is 10 and the second parameter is the

probability with which an edge is represent, which is 0.5 And what I will also do is I

want to use the same graph for some reasons I want to use the same underline graph for

the coming up codes.



So, what I am going to do is, i will do G, I am going to store this graph as a gml file, so I

use  nx  dot  write  gml  and  I  write  this  graph  G  as  random  graph  dot  gml  random

underscore graph dot gml And we will be using this graph further let us just execute it. 
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So  we  have  executed  it  and  you  can  see  that  here  we  have  these  graph  random

underscore graph dot gml. So, now, on we are using only this graph random underscore

graph dot gml ok.
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So, I have remove the other statements from this code we have already run it once. So,

we have that graph, random underscore graph stored in our system. So, first of all I will

load that graph. So, what I do is G equals to n x dot read gml and then I have the graph

here, random underscore graph dot gml, I have this graph here. Next what we want to do

is, we want to implement the concept that initially every node in this network is having

an action B associated with it and then the action A is introduced. How do you introduce

action A is, by some nodes in this network flipping their status from B to A.

So,  implementing  that  is  very easy. We can implement  it  with the help of  attributes

associated  with the nodes.  So,  initially  what  we will  do is  every  node will  have  an

attribute action and the value of this attribute action for every node will be equal to B So,

we call a function for that is set all B G; which mean that in your graph G for all the

nodes set its action to be equals to B and then we can quickly define this function here.

Define set all BG and how do we define it now we get an iterator for each in G dot nodes

for each in G dot nodes what we have to do is set the attribute action associated with this

node to be equal to B. So, what do we do is G dot node each and then what is the action

associated with this node it is equal to B.

So, all the nodes in this network currently has this action B. Next what I want to do is I

will pick some 2 nodes from this network and for those 2 nodes I want to set the action

associated with them to be A. So, how do I do that? One way to do that is I will take a



list here and this list here consists of some 2 nodes. So, let us say 3 and 7 So, I want

these 2 nodes 3 and 7 in this network to be the nodes which initially adopt action A. So I

want to change the attributes corresponding to these nodes, so what do I call is set A G

comma list 1.

So, whatever is there in list 1, what all nodes are there in list 1 I want to set their attribute

to be equals to A. And that is again quiet simple define set A and then I have a G here

and I have a list 1 here and what do I do is for each in list 1 G dot node each action and

what is this action is going to be is A.
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So, I have a graph here in which all the nodes have adopted the action B except these 2

nodes which are the initial adopters 3 and 7 which are the initial adopters and I have

adopted this action A and next I want to visualise this graph. So, visualising this graph is

easy and let us visualise it with colours.

So, we have done it previously as well. So, let us associate it a colour red with the action

B and the colour green with the action A. So, initially all the nodes in this network will

be red and this green behavior will be coming and trying to spread on this network. So,

for that I will need an array colours. So, let  me get this  array from the function get

colours G and then this is simple.



So, I have a function here define colours G and what this function is going to do is I have

a list here and for each in G dot nodes what we are going to do is if G dot node each and

if the action associated with this particular node is B, which means that it should have a

it should have a red colour. So, list one dot append, red else list one node append green.
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And then return list 1, so, we have an array of colours here. Let us quickly visualise this

graph. So, for visualise this visualising this graph we have. So, first of all we need to

import the matplotlib; import matplotlib dot pyp lot as plt then come down then what we

do is nx dot draw G and what should be the node colour; node colour should be taken

from the array colours and what should be the node size? Let us see the size of every

node to be 800, so that it is be and then we do plt dot show. Let us now turn this piece of

code and see. A small mistake in line 15 which should be equals to equals to go back run

it ok.
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So, you can see here there is a network and in this network initially all the nodes they

were green they had adopted this behavior B and then there are these two nodes three

and seven which have been initially decided to adopt the behavior A. 
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So, we have the graph here. Next what we want to do is if we look at this graph here you

see what is going to, you see what is going to happen next this nodes 7 and 3 each node

here from 0 to 9 we will look at their neighbours, we will look at their neighbours and



look at the action their neighbours are taking the payoffs and according to that re way

their option; for example, this node 2 here looks at all of its neighbours.

So, first of all it looks at its, look at its neighbours who have adopted action B. So, it

looks at 1, 8, 0 and 5, so 4 nodes and then let us say the payoff associated with the action

B is let us say 2, so 4 into 2 8. 8 is the payoff it gets from here and then it looks at these 2

nodes 7 and 3 and then let us say the payoff associated with this action A is 3. So, gets a

payoff of 6 from here. So, it decides to remain in this state B only.

And similarly every node is going to re way this option and according to that the cascade

is going to occur is this network. So, let us try to code that. So, what is now going to

happen is every node is going to re way its options based on its neighbours, based on

their actions and based on the payoffs of those actions as we have seen before. So, we are

going to define a function now recalculate options. So, this function recalculate options

will one by one look at every node in the network, look at re way its options and it will

put the next it will put the decision of this node in a dictionary.

So, we get a dictionary here action dictionary. So, what is this action dictionary? It is a

dictionary where keys are the nodes and the values are the actions associated with these

nodes. And these dictionary we format from the function recalculate options in G.
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Let us see how does it work. So, we define the function here recalculate options in G and

we have a dictionary here let us name it dict1, this is the dictionary which will hold the

decision for every node. Now, before moving in further we need to decide the playoffs

associated with the action.

So, let us say Payoff associated with the action A. So, let us call it small a and let us take

its value to be 4 and then we have a Payoff associated with B let us say b and let us say

value to be equal to 3. So, based on these payoffs so, a equals to 4 and b equals to 3,

these are the payoffs associated with the 2 actions. Now for each in G dot nodes, but this

node is going to do is. First of all this node needs to know how many of its neighbours

have adopted the action A, how many of neighbours its neighbours have adopted the

action B.

So, let us say number of neighbours who have adopted the action A equals to and we call

a function here find neighbours and we pass 2 parameters to this function c and G. So, c

is basically c we pass it A and G. So, A is the action which we want to see how many of

its neighbours have adopted this action A and G and we want to pass this node also, so

each A and G. So, let us now define this function. 
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Define and instead of A, we have a character here. So, what this function is going to

return in the graph G, the node each we are going to look at the neighbours of the node

each and we are going to see how many of these neighbours have adopted this action c. 



So, what do we do it is simple we take num to be equal to 0 and then for each I am sorry

for each one in G dot neighbours G dot neighbours each if G dot node each one and the

action associated with this node is c. Then what we will do is num equals to num plus 1

and then we return this number simple right. So, we have this num A and similarly we

can find how many of its neighbours have adopted B. So, find n e i g h each and then we

have this B and then we have this G right.

Next what is the total payoff this node gets from adopting the behaviour A. It is nothing,

but the payoff associated with this behaviour which is A multiplied by the number of its

neighbours which have adopted this behaviour A and similarly what is the payoff it gets

from adopting the behaviour B is nothing, but b multiplied by the number of neighbours

which have adopted B.

Now this node decides can easily decide whether it wants to adopt the behaviour A or it

wants to adopt the behaviour B. So, we know that if payoff associated with A is greater

than or equal to payoff with B, what is going to happen is dict 1 for this node which is

each is going to be A, it is going to adopt A else dict 1 with each is going to be B and

then we return dict 1.
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So, we get here this action dictionary which tells me what is the decision for the next

snapshot that the node makes. So, you see here this action dictionary it is nothing, but it

tells  me a next snapshot of the graph. It  tells  me in the next a snapshot in the next



iteration in this process what action every node would have adopted. And now we simply

need to draw this graph. So, we have this snapshot stored in action dictionary. So, we

want the for the next snapshot we change the attribute associated with the associated

with each node based on this action dictionary. So, we do reset node attributes in G and

which is based on your action dictionary right action dictionary. 
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We define it here define reset node attributes and what are the parameters G and action

dictionary  let  us say G and action dictionary  would we are going to do here if  it  is

simple. So, for each in action dictionary for each for every key in action dictionary G dot

node each action, what is it going to be the value associated with that which is action

dictionary each is the action.

So, we have reset the node attributes here. So, our graph is ready and we just have to

visualise this graph and what do we need for visualise, we need to set the right colours of

nodes and we need to draw this graph. Just simply copy and paste this node here; let us

now execute it and see. 
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So, you can see here this is the initial graph where our nodes 7 and 3 they have adopted

the behaviour A and just small mistake in the spelling of neighbours ok.
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So, this is the initial graph where these nodes 7 and 3 they were they have adopted the

behaviour A and you see what happened in next iteration.
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Everybody reviewed their option and these node 2 nodes initially 3 and 7 which had

adopt which had decided to adopt this behaviour A, they also backed off and they went

back to this behaviour B. We have seen that although the payoff associated with A was

high it was 4 and with B was 3, but everybody has switched back to the same condition

of having adopted the behaviour B right. 

So, it validates that it is a actually difficult for any new behaviour or action to cascade on

a network. Now, in the next screen cast will see that how as we keep increasing the

payoff associated with this action A, a graph ultimately the cascading in a graph is the

cascading of action A in the graph is more and rather it can create a complete cascade

also.


