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Introduction, peer-to-peer network application level organization of network overlay for

flexible sharing of resources such as files multimedia documents which are stored across

the  network  wide  computers.  So,  peer-to-peer  network  will  provide  the  sharing  of

resources using an application level organization which is called an overlay and this is

called peer-to-peer networks.

In  peer-to-peer  networks  all  the  node that  is  called  peers  are  equal  that  is  they  are

working as a client as well as the server and they communicate directly between the

peers.  Now, it  allows to find the location of an arbitrary object  and here no DNS is

required DNS servers are required in internet to find out the location of the nodes that is

nothing, but an IP address of a node and you can node and you can node name is given

the DNS lookup will provide the IP address so that the network can directly access or can

reach to that particular node with an IP address.



Here to find out the location of an arbitrary object here we are going to see how peer-to-

peer network uses without DNS. Peer-to-peer network is basically nothing, but a sharing

of large combined storage combined CPU power and combined other resources without a

scalability cost. Dynamic insertion and deletion of the nodes is called the churn in peer-

to-peer network as well as of the resources provided at a low cost. Overlay network

overlay networks refers to the network that are constructed at the application level on the

top of another network that is called an overlays of application level organization. Peer-

to-peer overlay network is an overlay network that is constructed by internet peers in the

application layer on top of an IP network.

So, the desirable characteristics of a peer-to-peer is that peer-to-peer networks are self

organizing that is and they provide a large combined storage CPU power and resources.
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Second feature of peer-to-peer is that it has purely distributed control which will enable

the first search for the machines and the object. The nodes have the symmetry as far as

the roles are concerned. So, all the nodes are symmetrical; that means, they are working

in  the  same  manner  and  hence  they  will  provide  the  scalability  without  any  extra

overhead. Another feature is the anonymity here efficient management of churn is also

maintained,  another  characteristic  is  naming  mechanism  that  is  selection  of

geographically close servers are they being used. Security authentication and trust the

redundancy  in  the  storage  and  path  will  ensure  it.  So,  these  are  the  desirable



characteristics  and  performance  features  of  peer-to-peer  networks  application  layer

overlays.

The  core  mechanism  in  peer-to-peer  network  is  the  searching  for  the  data  and  this

mechanism depends on how the data and the networks are organized, so the as you know

that to a search data we have to store the data in such a way that the lookup or the search

for a data becomes efficient or a fast.

(Refer Slide Time: 04:18)

So,  as  the  search  algorithm  for  peer-to-peer  network  tend  to  be  the  data  centric  as

opposed to the host  centric  in the internet  algorithms.  So, when we say data  centric

means the query directly  can be made for a particular data or the object or a file of

interest and peer-to-peer will support it.

So, peer-to-peer search uses the peer-to-peer overlay network which is nothing, but a

logical graph among the peers that is used for the object search and object storage and

the management algorithms. Note that above the peer-to-peer overlay is the application

overlay where the communication between peer-to-peer is point to point representing the

logical all to all connectivity once a connection is established.
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The classification of peer-to-peer overlay networks. 

(Refer Slide Time: 05:33)

Peer-to-peer  overlay  networks  can  be  classified  in  2  types  the  first  one  is  called

structured the other one is called unstructured. Under structured peer-to-peer network we

will see the case studies like distributed hash table can chord tapestry pastry and so on

non  DHT based structured  overlay  network  is  basically  provided  by  the  application

which is called a mercury.



Unstructured  peer-to-peer  overlay  network  are  of  2  types  non  deterministic  and

deterministic.  Non deterministic  are  basically  given as  an  example  there  in  Napster,

BitTorrent and JXTA deterministic are Gnutella and Kazaa.

So, the classification of peer-to-peer overlay network can be classified into structured,

structured in the sense it provides a fixed topology like hypercubes, meshes, a butterfly

networks, de Bruijn graphs. Unstructured overlay means that there does not have any

fixed structure so no particular graph structure is used or assumed in unstructured type of

overlay network.
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So, a structured overlays use some rigid organizational principles based on the properties

of peer-to-peer overlay graph structure for the object is storage algorithms and the object

search algorithms. So, in structured overlay you can no deterministically about how the

nodes are organized and where the data is stored on which kind of node in a deterministic

manner.

Unstructured overlays, use very loose guidelines for object storage as there is no definite

structure to overlay graph the search mechanisms are more ad-hoc and typically  use

some form of flooding or a random walk strategies now these unstructured overlays in

turn will evolve some random structure that we will see more detail when these overlay

unstructured overlays are being discussed in the further lectures. Thus object storage and



search strategies  are intricately linked to the overlay structure as well  as to the data

organization mechanism.

So, let us see the differences between structured and unstructured overlays. Structured

means  a  placement  of  file  is  highly  deterministic  file  insertion  deletions  have  some

overhead because of that structure. Here there is a fast lookup hash mapping based on

single  characteristic  that  is  the  name  file  name  range  queries,  keyword  queries  are

difficult to support in the structured overlays that is why unstructured overlays are there.

Examples of a structured overlay chord content addressable network and pastry.
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Unstructured overlays does not have any structure for the overlay and the data placement

or a file placement does not require any structure in this kind of peer-to-peer system.

Node joints and departures are easy local overlay simply adjusted here only the local

indexing is used file search entails high message overheads and high delays the complex

keywords range queries are being supported here unlike in structured overlays.

Data  indexing,  data  identified  by  indexing which  allows  physical  data  independence

from the application. So, this is one of the most important task in peer-to-peer network

how the data is organized and being accessed through the indexes which will make the

physical data independence from the different applications.
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Or 3 types of indexing we are going to touch upon centralized indexing these versions

we can see in Napster and DNS, distributed indexing that is the indexes to the data is

scattered across the peers, access data through the mechanism such as distributed hash

tables these differ in hash mapping search algorithms diameter for lookup fault tolerance

and churn resilience.

Local indexing each peer indexes only the to the local objects remote objects need to be

searched  for  typical  DHT uses  a  flat  key  structure  used  commonly  in  unstructured

overlays locked Gnutella along with the flooding search or a random walk search. So,

these 2 are going to be discussed in more details.

So, another classification is called semantic indexing human readable filename keywords

database keys are supported in semantic indexing. So, supports the keyword searches

range  queries  and  approximate  searches  as  you  know that  this  kind  of  features  are

supported  in  unstructured  overlays.  Semantic  free  indexing  is  not  human  readable

corresponds to the indexes obtained by the use of hash functions, so semantic free in

indexing is used in structured overlays. 

So, semantic free indexing is used in structured overlays. Now, we are going to cover the

structured overlays and in particular. The distributed hash tables distributed hash table

scheme says that the mapping from node addresses space and object space is done in a

simple DHT highly deterministic placement of file or data allows fast lookup, but the file



insertion  and  deletion  under  churn  incurs  some  cost.  Attribute  search  range  search

keyword search etcetera are not possible.
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Let us see this, let us understand this particular illustrative figure which will explain how

the distributed hash table is or analyzing its common key or an identifying space. So,

every node is given an id and that will form set of all ids that will form an address space

for the nodes or it is also called an id-space. Now these id-space will be mapped on to a

flat structure of a identifiers that is called a common key ids.

So, this mapping is done through a function which is the consistent hashing function f

which will take this id of a node and maps on to a common key which is given here as a

common space. Similarly the object or the file also map to the particular to the ids using

again consistent hashing function. So, this particular function will take an object by name

or you give a file by name and it will map to the ids which are basically in the common

key space.

So, common key is space is most important and furthermore the most important part is

basically the mapping or the consistent hashing which will basically support the lookup

operation. So, lookup in the sense if you look up for a particular file by a name, it will

basically generate a particular key and this particular key will basically nothing, but a

mapping key will be mapped further to the nodes where this particular file is stored.



So, we will be looking up how the mapping from the node address space and how the

mapping from an object addresses space is supported. Normally this is done through the

hash table, but in the distributed environment this hash table is distributed that is why the

name is called distributed hash table.  So, hash table you might have seen hashing is

nothing, but a supported with the hash function and this particular consistent hashing

provides that to support this hash table over the distributed network and that is why it is

called a distributed hash tables.

Chord distributed hash table, chord is an example which uses a distributed hash table. So,

chord is a protocol which basically will support the distributed hash table.

(Refer Slide Time: 15:26)

So, overview of the chord protocol, so chord protocol proposed by Stoica in 2003 uses a

flat key space to associate the mapping between the network nodes and data objects or

the file nodes. So, there will be a flat key space and here in one side there are the nodes

which are mapped to these keys similarly there are files and objects there also to be

mapped. So, that is what is written.

So, the chord protocol uses a flat key space this is the flat key space to associate the

mapping between the network nodes this particular mapping so that means, a network

node which is identified let us say using an IP address or a sha based an IP address. So,

the mapping of this IP address into a flat keys, flat key ids and let us say it is an m-bit id.



So, hashing function will mapped and the data objects and the file also is mapped to that

flat key space. So, this is the most important part of this chord protocol.

The node address as well as the object values is mapped to the logical identifier in a

common flat key space using consistent hashing function that I have told you. So, the

properties  of  a  consistent  hashing  function  is  that  these  particular  identifiers  are

distributed uniformly across all the nodes. So, when a node joints or leaves the network

of N nodes the overhead is only one upon N keys have to be moved from one location to

another  location  because the keys are  distributed  uniformly. So,  using that  particular

property this node joining and leaving will become easy with very little overheads of

moving the keys from one location to another location.

There are 2 steps involved in the chord protocol the first one is to map the object values

to the keys. So, the object values that means, mapping is done using a function here the

object values are given maybe a name of a file or a variable and it will give a particular

key and key belongs to that flat key space. So, it is an m-bit value which will be returned.

And these particular keys are uniformly distributed over the nodes.

Now, another step is to map the keys to the nodes. These keys are again mapped to the to

the nodes using again a function f which will take the node id and will make a m-bit key

in the native addresses space using a lookup. Now the lookup operation  design of a

lookup operation becomes very very important in the chord protocol.

Now, the  common address  space  in  m-bit  identifier  as  I  have been telling  you;  that

means, m-bit identifier will be able to generate 2 raise power m different addresses and

this is space is arranged on a logical ring structure that is; that means, it will support the

mod 2 raise power m operations. So, that is nothing but a ring structure will form if you

support mod 2 raise power m structure. This particular kind of ring structure also you

will obtain if you see a wall clock in the wall clock the numbers are arranged from 0, 1

and so on after 11 it becomes 0.

So, that mod 12 will basically give a clock structure similarly mod 2 raise power m will

give the numbers which can be organized in a form of a logical ring structure that is why

it is mentioned logical ring, structure will be there. Now these keys key K gets assigned

to the first node here such that the node ids equals r is greater than the key identifier of K

in the common address space.



The node is the successor of K denoted by successor of k. Let us take this example these

are the nodes which are stored here having the keys let us say 2 7 10 and 20. So, and the

keys are let us say that keys are given as 18, then here it is 5, then it is 6, then it is 9, then

it is 15. Now, these keys are to be as you have seen that the key is to be located or keys

to be stored in some nodes which will follow the successor of that particular key value.

So, successor of key says that either, so the key assigned to the first node such that the

node ids is equal or greater than the key id of k. For example, the key 5, key 5 can be

stored here in this node 7 why because the 7 is greater than 5; similarly the key 9 will be

stored on 10, 15 will be stored on 20, 18 will be stored on 5.

So, using successor of K this particular storage of a key will be performed and they will

follow the same common key flat structure whether it is the node or it is the key.
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The same example is illustrated over here, here this is the chord the ring of m-bit is 7. So,

7 means it will generate the keys of the range 0 to 127 values will be organized in a form

of a ring structure and that is depicted by this logical ring.

So, the nodes N 5 you can see over here. So, I will draw another diagram which will

express you let us say this is the node N 5 and this is N 18, N 23, 28 and so on. They are

being given an id and they are stored in a form of a ring ids will be drawn out of these set

of values from 0 to 127.



Now, when 6 keys are given which are required to be stored in these numbers let us take

the example of K 8. So, 6 keys K 8 K 15, 28, 53 and are stored among these nodes using

successor operations as follows. So, successor of 8 here successor of key 8 will be what?

So, successor of key 8 will be here in this case 18 it will be stored here in 18. Can it be

stored here in 5? It cannot be stored why because it says that a key gets assigned to the

first node such that the node identifier equals or is greater than the key identifier using

successor function. 

So, successor of K 8 is 18. So, 18 it will be stored K 15 successor of 15 is again 18, so on

this particular same node 2 keys are restored. Then successor of 28 since there is a node

which is  having the  id  28.  So,  it  will  be  stored  on the  same node successor  of  53,

successor of 53 will be stored on the successor of 53 that becomes the node 63 why

because it cannot be stored in 28 because 28 is less.

Now, similarly the successor of 87 is 99, so it will be stored in 99. Successor of 121 will

be stored in 5 why because the mod 2 raise to power 7 operation will perform and here

121 will be stored in node number 5.
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Now, having organized or stored the keys on the nodes now there is a possibility for a

lookup of those values which are a stored on the nodes. So, when a application wants for

a lookup of the key or a object by its name then using hash or using lookup function you

can locate the node which stores that particular key and will be done in that particular



manner. So,  let  us understand this  particular  aspect  which is  called simple lookup in

chord. Each node tracks its successor on the ring, so query for the key x is forwarded on

the ring until it reaches the first node whose identifier is greater than or equal to the key

x mod 2 raise power m that I have explained you in the previous example.

So, this will form a simple algorithm here let us say that you want to locate a successor

for a particular key, so here you have to see that the key whether the key lies between the

id of a node and between the successor if it is between the successor then successor will

be returned why because it will be a successor, successor will be known to that particular

node i.  Successor will  be returned and successor knows where this  particular  key is

stored on which node. Else if it is not lying between i and successor then what it does, it

will it will give a successor to locate further successor for that particular key.

So, this particular operation in turn will be called again and again and will perform the

lookup, again and again in the sense recursively it will find out. So, the example I will

give here you can see there is path or a routing path it will make a routing path to reach

to a particular node where that key x is stored. So, the result the node with the key K is

returned to the querying node along the reverse of the path that was followed by the

query this mechanism requires order one local space why because every node is storing

only the successor node value that is all and, but it requires order N hopes why because it

has to it has to traverse through the through the successor and will basically reach to the

node which contains that value.

So, let us take the example if you let us say this example is for lookup the key value 8 at

this node 28. So, lookup for the key value 8 at 28. So, i is basically 28 and its next

successor is 63 and the key value K 8 does not lie between i and successor or it is beyond

this particular successor K 8 value lies. So, it will reach to that particular successor and

then again performs the same task whether it is between the i is becomes 63 and the next

successor is 73. So, K 8 again lies beyond that successor, so it will again reach to that

successor and so on, it will go on in this particular manner till it reaches N 5.

Now, when it reaches N 5, so i is N 5 and the next successor is 18 and the key which is

being solved is 8 so that means, this 8 is basically greater than 5 and it is less than 18. So,

this particular node will restore that particular key, so here the routing path should end

and the key 8 will be given as the result of the lookup.



Now, there is a possibility  of improvement  why because the storage was only of the

order 1 because only successor information was a stored, but as far as number of hops

are concerned which was required of the order N this particular hop we can reduce by

increasing the storage size and hence we are going to see a more improved version that is

called a scalable lookup.

(Refer Slide Time: 30:35)

So, a scalable lookup will try to increase the storage from order 1 to order m, m is of the

order log n. Similarly, the routing path or the number of hops which are need to be solve

this of the order log n. So, you see that search will be reduced from order n to log n, but

the storage is being increased from order 1 to order m and that is called the scale of

scalable lookup we are going to see how it works. 

So, node i will maintain a routing table which is called a finger table of the order log n

entries, here we call it is m different entries such that xth entry of that finger table which

is having m different entities is the node id of the node that is called successor of i plus 2

raise power x minus 1 and denoted by i dot finger of x is successor i plus 2 raise power x

minus 1.

So, this is the first node whose key is greater than the key of the node i by at least 2 raise

power x minus 1 mod m. So, the complexity t here is of the order log n message hops are

required at a cost of order log n space in the routing table that I have already explained.



So, due to the log structure of the finger table there is more information about the nodes

which are closer than about the nodes which are further away.

So that means, if there are m values are stored in the finger table of a node. So, finger

table is also called as a routing table. So, it is saying that the nodes that the entries are

more for the nodes which are closer compared to the nodes which are further away are

having very little entries and this is called logarithmic structure of the table organization.

So, if the node is very close closely located in the close successors then basically it can

be identified in the table itself,  but if it is further then it will be having a link to the

another table where it becomes a closer to some other node and it will be identified in a

very few number of hops and this structure is called logarithmic structure. Now consider

a query on a key, key at a node i if the key lies between i and its successor the key would

reside at the successor and its address will be returned as you have seen in the simple

lookup.

Now, if the key lies beyond the successor then node i searches through m entries in its

finger table here it differs from simple lookup because it has more possibilities because it

has m different successors in stored in the finger table.
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So, this particular m entries will be searched to identify the node j such that j is most

immediately preceding that particular key k, among all the entries in the finger table.



Now, where j is the closest known node that precedes key j, so j is the most likely to have

a most information on locating the key locate locating the immediate successor node to

which the key has mapped the this particular is scalable lookup procedure you can see in

this particular algorithm. 
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So, here this algorithm says that if the key lies between i and the successor then the

successor will be returned this is same as the simple lookup else what it does it will try to

find out this closest preceding node and this closest preceding node procedure goes like

this for that particular node it will search through the finger table of m entries.

So, if the node is too far then the last entry will basically be not be able to satisfy the key

so; that means, key between i and successor the key lies beyond the successor. So, the

last entry of the successor will be returned then in that case because key is lying after this

particular  last  entry  in  the  successor  here.  So,  that  way it  will  be  returned and this

particular  lookup will  lead to the new entry. So,  let  us take the example  of scalable

lookup let us take that the query of a lookup at K 8 at node 28.
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So, at node 28 there is a lookup of for a key 8 let us see how in scalable lookup. The

number of hops are very little compared to the previous simple lookup where too many

number of hops were there to locate or to lookup the key value K 8. So, let us see that i is

28 over here and the successor is 63 the key which you are now searching is 8, now 8

does not lie between i and successor.

So, hence we are going to see the next successor up to this point the key does not lies.

Then we have to see the last entry that is 99, between 28 and 99 also the key 8 does not

lies. So, it lies beyond this, so this particular node will be now looked up. So, its finger

table of 99 will be looked up now between i is 99 and the first successor is 104 the key

value is beyond that it is not lying. So, basically, it will come to this particular entry

where it is N 5.

So, between 99 and N 5 when it comes to 63 it is far away, so N 5 knows where this key

8 is stored. So, the search will go to N 5 and N 5 you just see that N 18 is the node which

which is stores K 8. So, 1 2 3 in 3 hops it reaches to K 8 why because see here it refers to

the last entry why because in a logarithmic manner this particular lookup table is a stored

why because the entry is too far. So, the last entry basically will carry to N 99 furthest

node and that node in turn will basically figure out N 5 which contains this information

where this ns lookup table or ns finger table it knows this information.
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Managing churn that is node joins and node leaves that is called churning. So, the node,

the code for managing dynamic node joins departure and failure is given in the next

algorithm and that is called managing churn in the chord protocol. Node joins to create a

new ring a node i executes create new ring which creates a ring with a singleton node to

join the ring that contains some node j node i invokes join ring.

So, this particular joining of a ring is nothing, but just like or inserting a new node in a

linked list that kind of scenario will arise over here. So, node j locates i successor. For

example, if I wants to join or a new joiner if i is the new joiner, it will locate its successor

and let us say that it is j. So, j is successor. So, having located I successor on I the logical

ring I will inform of its successor. So, successor will change who is its predecessor from

let us say that it is earlier it was K from predecessor value of j which was earlier K has to

be changed to i and as far as the K is concerned it will contain the successor of K is equal

to let us say j that also has to be changed to i and that way i is inserted, now that is not

all.

Once I gets into the ring then now it has to create its own finger table and all other finger

table need to be updated and that is all achieved by the procedure called stabilize fixed

fingers and check predecessors that are periodically invoked by each node. So, all that

things whatever I have explained in the previous slide is shown in this particular figure.

So, here when I execute a join ring here, it tries to enter into the a position into a ring in a



form of an id and, I  will  identify its  successor let  us say the successor is  j.  So,  the

predecessor which is earlier K has to be removed you just see that it is changed to i.
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Similarly, the i is successors successor which is basically earlier positioning as particular

j  now has  to  be changed  in this  particular  manner  as  particular  i  and that  is  called

predecessor, predecessor of i has to be changed. So, this is a node insertion quite simple.

So, once all the successor variables and a finger table have been stabilized a call by any

node to locate successor will reflect the new joiner i, until then a call to locate successor

may result in a locate successor call performing the conservative scan.
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The loop in the closest preceding node that is scans the finger table will result in a search

traversal using a smaller number of hops rather than truly logarithmic hops resulting in

some inefficiency.

So, still the node i will be located through via more hops. So, it says that till the finger

table is being built it  will perform the simple lookup, hence it is not the logarithmic

number of hops it will be basically linear number of hops that is of the order n, but after

sometimes it stabilizes and populates its finger table then basically it gets the benefits.

Now, managing churn the node failures and departures now when a node fails then check

predecessor  which  periodically  checks  will  i  be  identified  that  that  the  node  is  not

working or a fail and hence basically these entries are to be modified. So, node i gets a

churn to update the predecessor field when another node K causes i to execute notify K

because,  but  that  can  happen  only  if  Ks  successor  variable  is  i.  This  requires  the

predecessor of the failed node to recognize that it successor has failed and get a new

functioning successor. So, where a node fails using these check predecessor and notify

will take care that another node is in place; that means, successor and predecessor values

are adjusted. So, there the new predecessor a new successor comes into the effect.

Note that from algorithm 3 that knowing that a successor is functional and the nodes

pointed to by the finger pointers are functional is essential. This is all is mentioned in this

particular code now we are talking about the complexity for chord network with n nodes



each  node  is  responsible  for  at  most  one  plus  epsilon  K  upon  n  keys  with  high

probability where K is the total number of keys. Using consistent hashing epsilon can be

shown to be bounded by an order log n the search for successor locate successor in chord

with n requires the time complexity of the order log n with high probability.
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The size of the finger table is log of n is bounded by m and the average lookup time is

one upon 2 log n.
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So,  comparison  of  structure  peer-to-peer  network,  so  we  have  discussed  the  chord

protocol similarly the can GISP, Kademila, Pastry, Tapestry, Viceroy is the another form

which have different  structure to basically  design the overlays and that  is why these

different routing path lengths are being obtained.

Comparison of structure peer-to-peer overlay if we see that the routing path is a greedy

algorithm and nodes joining and nodes leaving all these are being supported.
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So,  conclusion  peer-to-peer  networks  allow  equal  participation  and  resource  sharing

among the users. This lecture first gives the basic fundamentals of underlying principles

of peer-to-peer network that is the structured peer-to-peer network and unstructured peer-

to-peer network. Then we have discussed the concept of distributed hash table using the

concept of consistent hashing and distributed hash table based classical structured peer-

to-peer network that is in the form of logical ring structure we have seen in the chord

protocol.

Thank you.


