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Hello. In a previous video we have seen, how the operating system has to manage the 

CPU because it is probably the most important resource in the system. Arguably, the 

second most important resource, rather the second most important hardware resource in 

the system is the memory.  

In this video, we will look at how the operating system manages the memory. Essentially, 

we will see how the operating system manages the RAM present in the system. 
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Let us review this particular slide again. We have seen that when we take up particular 

program and this could have been any program written in any language and when we 

compile it, we will get what is known as an executable.  



Now, the executable will be stored on the hard disk and whenever user runs this program 

or executes this program, it creates what is known as a process. So, this process is 

created by the operating system and it executes in RAM. So, essentially what the 

operating system would do is that the executable stored into the hard disk would be 

loaded into the RAM and then, on execution is passed to this particular program and this 

program will then execute in the CPU.  

So, as we have seen this particular process which is present in memory comprises of 

several segments, such as the text segment which contains the executable instructions, 

the stack heap and also, as we have seen some hidden Meta data in the operating system 

such as registers, list of open files and related processes. So, all these actually constitute 

the process. Now, what is important for us is this process and it presents in the RAM. 
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As we know the RAM or Random Access Memory also called as the main memory is a 

limited resource in the system. So, each system would have something like 4, 8, 16 or 32 

GB of RAM. At the same time we may have multiple processes executing almost 

simultaneously. So, like we have seen in the previous video, these processes may execute 

in a time sliced manner and if there are multiple processes present in the system, then 

these processors could also execute in parallel.  



However, in all these cases, these processes per and their corresponding memory map 

should be present in the RAM essentially the memory map corresponding to process 1. 

The memory map corresponding to process 2, memory map of process 3 and the memory 

map of process 4 should be present in the RAM, in order that these hope processes 

execute in parallel or in a multi tasked environment. 

Now, what we are going to see is how the operating system manages this resource or in 

other words, the RAM such that it would allow multiple processes to execute almost 

simultaneously in the system. 
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So, one of the most primitive ways of managing memory especially done for the older on 

an operating systems is what is known as the single contiguous model. So, essentially in 

this we have a RAM over here which is the RAM of the system and what is ensured what 

is done by the operating system is that this RAM is occupied by one process at a time. 

Essentially at any particular instant there is only one process and it is memory map that 

is present in the RAM. So, after this process completes executing, the next process will 

be loaded into the RAM. 
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So, the drawbacks are quiet obvious. 
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The first says that we are forced to have a very sequential execution. When one process 

completes, only then the second process could occupy the RAM and so on. Another 

limitation of this particular model that is a single contiguous model is that the size of the 



process is limited by the RAM size. For instance, let us say we have RAM which is of 

say 12 kilo bytes while this seems to be a very small amount of RAM, this size of RAM 

is quiet common in embedded system. So, given this RAM of say 12 kilo bytes and let us 

say are process size is of 100 kilo bytes, then it is quite obvious that this process cannot 

execute using this RAM. Essentially the ram is not sufficient to hold the entire process. 

(Refer Slide Time: 06:35) 

 

In the next model that we will see which is a slight improvement over the single 

contiguous model is what is known as a partition model. Essentially in this model at any 

instant of time, we could have multiple processes that occupy the RAM simultaneously. 

For instance, in this particular case we have two processes. This blue process and the 

green process that occupy the RAM and therefore, the processor could then execute this 

process as well as this process either in parallel or in a time sliced manner. 

Now, in order to manage such partitions, the operating system would require something 

known as partition table. So, typically this partition table will also be present in the 

RAM. It will be present in an area which is not shown over here. So, the partition table 

would have the base address of process, the size of the process and process identifier. For 

instance, the blue process has a memory or a base address of 0x0 indicating that is 



starting from zeroth location in the RAM and this process has a size of 120 kilo bytes. 

So, 120 kilo bytes means up to this point.  

There is also a flag known as the usage flag which mentions whether this particular area 

in RAM is in use or it is free. For instance, let us take process one that is this one, the 

green one over here shown over here. This process one starts at the memory location 

120K that is this point and has a size of 60K. So, it extends up to 180K and this area is 

also in use. Now, there is another entry in the partition table which is specified as free. 

So, this starts at 180K and extends for a size of 30K. So, this corresponds to this white 

area over here. The operating system could possibly use this free memory to run perhaps 

the third process and therefore, would be able to have three processes present in the 

RAM at the same time. 
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Let us say new process with the identifier 5 has just being created. So, the operating 

system would look into the partition table and create a particular entry for this new 

process. Now, since this process requires size of 20 kilo bytes of RAM that the operating 

system with allocate 20 kilo bytes of RAM for that process. So, this allocation is done 

from the free space and as we see over here, the third process now gets end present in the 

RAM while the free space reduces in size. So, we now have the 10 kilo bytes free space. 



Similarly, whenever process completes execution for instance when process one 

completes its execution, the area in RAM that it holds will be de-allocated. Consequently 

the entry corresponding to the partition table will be free. So, this would lead to free 

memory of 60K in the RAM and also, this corresponds to this particular area in the RAM 

which was used by process 1 while this technique of partitioning the RAM and therefore, 

allowing multiple processes to be allocated in the RAM is quiet easy to do. It could lead 

what to something known as fragmentation. 
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Let us say this is how our RAM looks and as we seen we have total of 70 kilo bytes of 

RAM which is free that is we have 60 kilo bytes here plus another 10. So, that is 70 kilo 

bytes of free RAM memory. However, in spite of having 70 kilo bytes of RAM, new 

process such as new process with id 6 which has a size 65 k cannot start even though 70 

kilo bytes of free RAM is available and the reason for this is that the 70 kilo bytes of free 

memory is not in contiguous locations. 

For instance, we have 60 kilo bytes of free memory present here and 10 kilo bytes of free 

memory present here. So, individually each of these blocks of free memory is not 

sufficient to start a new process of 65 kilo bytes. So, this is what is termed as 

fragmentation and could result in what is known as the underutilization of the RAM. 



(Refer Slide Time: 12:37) 

 

Now, let us assume that when a new process arrives, there is sufficient amount of free 

spaces that are present in the RAM memory. So, next the operating system has to decide 

that which among this free memory the new process should be loaded into. For instance, 

over here there is a new process which has just arrived and we have 3 blocks of free 

memory, this one, this one and this one. So, which of these three blocks of free memory 

in the ram should cross the new process be loaded into? 

There could be several algorithms to achieve this. So, one of the simplest algorithm is 

something known as the First Fit. So, with this first fit algorithm what the operating 

system would do is scan the free blocks in RAM starting from the top and use the first 

available free block which is at least as large has the process requirement. So, for 

instance over here this RAM can from the top and see that the first free block is too small 

for the process to fit in. Therefore, it is not allocated here.  

The next free block is large enough to allocate this process. Therefore, the process is 

allocated here while this first fit allocation algorithm is extremely easy to perform. From 

an over perspective, it could make fragmentation worse. Essentially with the first fit, 

what we are doing is that we are breaking the amount of free blocks into smaller and 



smaller chunks, thus individually each chunk will not be able to data to a single process, 

thus making the fragmentation worse. 

The other algorithm that we will see is known as the best fit algorithm and this performs 

considerably well with respect to the fragmentation. Essentially it will not fragment the 

memory as much as the first fit algorithm. So, what happens here is that when a new 

process enters or is crated, the operating system which scans through all free blocks 

those are available and choose the block which is the best fit for that process. So, in this 

particular case as we have seen earlier as well this particular free block is too small to 

cater to this new process. This free block is too large while the third free block is just 

correct.  

The operating system would allocate this process into this free block as shown over here, 

while the best fit algorithm efficiently utilizes the available RAM reducing the 

fragmentation issue, there may be performance hit. Essentially, it may result in 

deterioration of performance. The reason being that now the operating system has to scan 

through every free block that is available and needs to make decision about which free 

block is best for the new process and this would take some time. 
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Another issue with the partitioning model is the case of the deallocation. So, essentially 

deallocation would occur when a process completes its execution or is terminated, 

enhance to be removed from the RAM in order to allow new process or another process 

to execute from the RAM.  

So, deallocation would require that new free block to be created and it would result in the 

free flag set corresponding to this block in the partition table. So, what the operating 

system now has to do is that it should detect that there are indeed three contiguous free 

blocks that are present in the RAM and as a result of this, it should detect these three 

contiguous free blocks and be able to merge these three blocks in to one single block. 
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The advantage of merging it into one thick free block is that now this larger free block 

could cater to larger process and thereby reducing the effect of fragmentation. 
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So, thus we have seen that the major limitation of the single contiguous model as well as 

the partition model is that the entire memory map of the process needs to be present in 

RAM during its entire execution. So, all allocation for the entire process needed to be in 

contiguous memory and because of these issues, it had led to fragmentation limit on the 

size of the process due to base on depending on the RAM size and also performance 

degradation due to book keeping and also the management of partitions. So, luckily for 

us modern day operating systems do much better in managing memory. So, most modern 

day operating systems use two concepts that are virtual memory and segmentation. 

In the next few videos, we will look into these memory concepts rather these memory 

management concepts and we will also see how the Intel X86 processors manages 

memory. 

Thank you. 


