NPTEL
NPTEL ONLINE CERTIFICATION COURSE

Introduction to Machine Learning

Linear Algebra-1

(Refer Slide Time: 00:15)

Linear Algebra Tutorial

CS5011 - Machine Learning

Abhinav Garlapati - Varen Gangal

Departmunt of Campuinr Scinnem
T Madeae

lanzary 17, 2016

Hai, everyone welcome to the second tutorial of this, of the introduction to machine learning
course, so in this tutorial we shall be taking a tool of the aspens of linear algebra which you
would need for the course, we will cover a variety of concepts, subspaces, bases and

decompositions Eigen values, Eigen vectors over the course of the tutorial.
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What is Linear Algebra

Linear Algebra

Linear algebra is the branch of mathematics concarning vector spaces and
linear mappings between such spaces. It includes the study of lines, planes,
and subspaces. but s also concerned with preperties commen to all vector

Spaces.

Why da we study Linear Alzeora?

o Provides a way to compactly represent & operate cr sets of linear
equations.
o In machine Isarning, we represent data as matnces and hence i is

natural te use notions snd formalisms developed in Linear Algebra

So the first question one would ask is why we need linear algebra at all and what is linear
algebra, so you may have come across this in school or your +1 or +2 there will be but just to
recap | mean linear algebra is the branch of mathematics which deals the vectors and vector
spaces and the linear mappings between these spaces. So why do we study linear algebra here
which is in the context of machine learning is first to be it is this is the way to if you let

represented operate sets of linear equations.

But by do these linear equations come up in machine learning in the first quiz. So the reason was
that is in machine learning we presented data is an entropies matrix so in this number of data
point entropies the number of features. So it is natural that we have to use notions that
formalisms developed in linear algebra. What is the data even | mean the parameter where user
represented as vector so as a result linear algebra has an important role to today in machine

learning.
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Introduction to LinAl

@ Consider the following system of equations

dx) — By = —13
:".\:1 H.I'_'u I]

@ In mateix notation, the system is more compact’y represented as

Ax =0

e
N

So we can see here a system of linear equations two equations and two variables 4x1-5x2=-13
and -2x1+3x2=9 so we can write away see here that advantages of a matrix notation so if you see
below you can represent the same system of two equations directly as one equation the form of
Ax=Db, when A is the set of coefficient and x is the 2x1 matrix, 2 rows and 1 column or you may
also call it a two dimensional vector x1,x2 so you can see that when you multiply the matrix A
with x1, x2 the 2x1 matrix you will get back the same elegies or the set of two elegies and b the

matrix b represents the RHS.

So we can it is very easy to verify that if you represent does not matrices you can get back the
original representation and from that representation you can get this, to solving this in general
way them matrices how you would solve this is you would first solve the one variable and then
substitute to get the other. Now using matrices you can even solve this directly so just multiply
both the sides by inverse, so you would get x and a inverse v of course when you and see you

want to care about is that all matrices do not have an inverse but in most cases they do.



So in that case you can directly get the solution of x in the form of x=a inverse b whereas all
being if this so one equation. So as we said only inverse and many other data gives in this favor

to manipulates several equations at once in multiple variables.
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Definition
A set Vowith twe operations + and - is said to be 2 vector space if it is ‘

clesed under both these operations and satisfies the following ight axioms,

Q@ Commutative Law

X—y=¥+Xx. wxyeV
0 Associative Law
(x+y)+z=x—(y+2z} “xy.zeV
@ Additive identity
0=V st x+0 x &\
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A fundamental definition in linear algebra is that pass of vector space, a set of vectors V is said
to be a vector space if it is closed under the operations of vector addition and scalar
multiplication and in addition satisfies the axioms where distributed by knowing to being that we
have two elements from this set x and y where x+y will also lies in the set V. in addition to this if
we take a scalar o or real number that is and multiply a vector from this set by let it then ay also
becomes 2V. In both these properties satisfied then the set of vector is said to be closed with

respect to vector addition and scalar multiplication.

Now let us have a look at the axioms the first one is the commutative law, the commutative law
states that if you pick any two elements from the set VV x and y then x+y=y+x. The Associative
law says that if you pick any three element from this set Xx,y,z then x+y added together +z is
equate to x+y+z added together. The additive identity losses that an exist an additive identity or O

S0 as to say in this set.



Since that if you pick any element from the set and add the O to it you get back those same
element. The additive inverse law says that there exists for every element there exists another for

every element x there exists a corresponding X such that x+x=0.
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B [istriburive L aw
e la vl = x4 e B oa eV
@ Distribomive Law
lo—d)lx=a-x+F-x. Yo, s xe W
@ Aszsociative Law P
) x=n-{d- 2, YnfeBxeV
@ Unitary Law

The five law is the distributive law, this law says that if you have a inverse scalar o with which
you multiply the sum of two vectors x+y then that should be equal to ax+ay. The second
distributive law says that if you have the sum of two scalars multiplying the vector x from the set
a+Px x then that should be equal to atimes x+f times x. The associative law says that if you first
multiply two scalars and then multiply the vector will them that should be equal to multiplying

first with second scalar § and then with a.

The unitary law says that on multiplication minus scalar real number 1 you get back the same
vector, so this is important because we would not want multiplication because any unexpected

scaling, if you multiply by the scalar k has a vector should be exactly k times it should not be say

k.
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Let W be a subset of a vector space VW, Then Y is called a subspace of
Vit W iz a vector space.

@ Do owe have to venfy sll 8 conditions te check whether & given subset

of a vectar space @& a 3'.-I.|J.‘i|.:all:.I:7

@ Theorem: Let MY be a subset of a wector space W, Then W is 2
subzpace of V' if and only f W 15 nor-empty and

x+or e W, Wrxve W oek

A second related definition is that of a subspace, sunset W of a vector space V is said to be a
sunspace in W is a vector space, now this means that W should be closed under vector addition
and scalar multiplication, it should also satisfy the eight axioms be stated earlier. Now the
question that | raises means to being to verify all these eight condition given that we know that

W is already a sunset of a vector space.

It is enough the check jut for the following two conditions, firstly the W is non empty that in
other words it has at least to single element and secondly that if I pick any two elements x and y

from this set and any real number a then x+ay should belong to W.
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Definition
Maorm is any function ¢ : B — R satistying: |
Q ¥x < B".  f{x) >0 [non-nezativity) \
0 f{x)=0itt x =0 (definiteness)
Q@ ¥x B fltx) = |t|f{x) (homogeneizy)
@ Vx vy £ B, fix )= 8(x) 1 fily) (tnangle inequality)
@ bxampls - I, norm
,Y.H,, = |’T l“. "I.'
i=1
o Malrices can have norms ton - e g, Frobenivs norm
m e
-~ Ale =, D3 A2 =\ria’4) (1)
. ) l'\ =1 =1
\ =1
Mive Ca 1 Varns Cargal Lawa Ngsoa Tidumia

Now let us have look at a definition of a norm, so intuitively a norm is a measure of the length of
a vector or it is magnitude, it is a function from this vector space which mostly happens to be R"
where n is the dimension of a vector to the space of real numbers R, so for a function to be a
norm it should satisfy the whole conditions which we have given here. Firstly it should be it

should always be norm negative.

Secondly, it should be 0 if and only if the vector is 0, thirdly for every vector if you multiplied it
by a scalar it is norm should get multiplied by the module of the scalar by modeling here we
mean the absolute value and fourth being that if we take any pair on vectors in our vector space
which is R" the norm of the sum of these two vectors should be less than sum of their norms this

is also known as triangle inequality.

So this is in where related to the fact that the third side of a triangle should always be less than
sum of the other two sides. Now an example of an norm is the |, norm there you sum up the
absolute value is along h dimension that is xp and then take the 1/p™ root of this, so when p=2u
get their two norm which is the magnitude of a vector whereas we have learned in our earlier

studies Vx?+y? if you are looking at just at the space r°.



There are other norms Frobenius there are norm define for matrices it as well, even behind to
define norms four vectors so the Frobenius norm is a matrix norm so what did does is essentially
sums up this square of all the elements and then takes their root of that, so this also happens to be
equal to that race of A transpose A, now the race of a matrix is simply the sum of it is diagonal

elements.
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Range Of A Matrix

o The span of a ==l of vectors X = {xq, 00,0 --x b is the set of Gl
veclars that can be xRN N a Inear comDnaghon of the vest
X

1=| X

In other werds, set of all vectors v such that v =3 71 ayx: a, € R
o The range or columnspace of a masrix A, denosed by B{A) is the

sgan of its columns. |r othar vords, it contains all lin2ar

combinations of the columns of A, For instance, the columnspece of

1 G 1 o
A £ 4 s the plane spanned by the vectars | 3| and |4
z 4 4

Lrer Srw Townd

The span of a set of vectors is the set of all vectors which can be composed using these vectors
by using the operations of vector addition and scalar multiplication so the name span consider
the file type is set of vectors spans potentially larger set of vectors which is then call it as span so
to define this more formally it is the set of all vectors v such that inverse someone i=1 to i equals
mode X aiXi where ai is a real number now a related definition is that of range or column space
so we think of a matrix each of it is columns is a vector so the set of all columns of a matrix is

like a set of vectors.

Now the span of this set of vectors is called a range or column space of that matrix so if you

consider the matrix given here the columns of this matrix A are %2 and 044 so what would be this



columns space of this matrix it would be the span of the vectors 152 and 044 which is essentially

the plane which is spanned by these two vectors.
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Mullspace OF A Matrix

Tha nullspaze MA) of 2 matriz A4 & 77 iz the sat of all vectors that
erqual 1 when multiphe: by A The dimensionality of the nollspace s also
referred tooas the numl.y of &

WA :1- cE": Ax ::']

w Mote that wectars 0 WTAY are of dimersoe a0 while those in BLA] are

' X
of sire m, w3 wechors n |'-':.-".' 'I and .'l.':;".l are hath of dimensian 0

Jurwsmry 18 AN

If we have a matrix A octavanges N x N then the null space is the sect if N x 1 vectors which
given M x 1 0 vector on V multiplied by A in other words it is send of vectors X such that AX =
0 null is the ran for dimensionality of the null space we will replace the definition of nullity rate
that once you defined rank more clearly another interesting fact above null spaces is that the null
space of A N of A is dimension N by the range of area the columns space has be defined it

earlier is a dimension M but M x 1 this means that vectors in R of A" so note that AT is N x M.

So vectors in the range of A" will be of dimension N similar to the vectors in the null space of A
so this means that the vectors in the range of A transpose and null space of A would both be of

the dimension X cross 1.
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Another Example

MNuwes. conscier e male x
1 0 1
g=15 4 @
I_'.'-’ 4 6
Here, the thired calumen e bosar comznaticn of Lthe fral o columns
Here, the nullspace is the line of all points x - .y .7 IS
f ))
I
‘e eyt
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us consider an example to get a street the concept of a null space consider the matrix A given in
the A is a 3 cross two matrix since the null space of A then may be vectors of dimension 2 what
2 cross 1 now we see that the and solving we get U = 0 VV = 0 this means that a null space only
contains the 0 vector the two dimensional 0 vectors 0 , O let us consider an another example to
get illustrate null spaces better take the matrix being which is a 3 cross 3 matrix the null space
would consist of 3 cross 1 vectors we leave the finding of the null space to the audience as an

exercise.

However then on solving we get the null space to be the set of all vectors of the form X = C by
equal C and Z = - C then C is any real number and xy c refereed to the first second and third

dimension respectively.
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If for mean defining linear independents the recollect how we defined a linear combination a set
of vectors is linearly independent is no vector in the set can be produced using a linear
combination of the other vectors in this side now let us have a look at related concept of rank so
the column rank of a N cross N matrix A is the size of the largest linearly independents of set of

columns not at our columns you are a M cross one vectors the row rank is define in a similar ray

for rows.

15:34)

Linear Independence and Rank

A sat of vectors {xq. x0.--- %, = 127 s said 1o be (linearly) independent
if no verror ran be represerted 35 a linear cambinasion of the remaining

OCTors
. . - - y
o i, if %y, =¥ mx for some scalar values ey, -+ L € I, then
e 3y that the vectors {x. x. -« X, b are linearly degendent

atherwise the wvectors are inearly independent
e The column rank of o matriz A = B s the size of the largest
auzeet of columns of 4 that constitute a |incarly indopendent set
o Similarly, row rank of o matrix is the largest number of raws of A
that constitute 3 linear’y independert <ot
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Orthogonal Matrices

e A square matrix U = B9 ig orthogonal iff
e All calumns are mutvally arthaganal ,"' v, =S¥ Ay
e All calumns are rarmal red , v, — 1.571
o If Uisorthogenal, QUYL 1 This alsa implies that the
inverse of U happras to he its srarspose
o Annrthor salicnt preperty af arthagonz| matrsices is ~hat they do not
change th: Cuclidezn norm of & vector when they operate on s, 0.2
|| Ux |- |2l]a.
Multighication wy wn orthogonal matnx can be theaghl of as o pure
rotation 1, it does not change the magnitude of the vector, bu

charpes the directon
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Let us work through some interesting properties of ranks for any M cross N matrix of real
numbers the column rank is equal to the row rank we referred to this quantity as the rank of the
matrix earlier we had looked at a quantity equal nullity, nullity is the rank of the null space of A
some other interesting properties of ranks are also listed here for instance the rank of a matrix is
utmost the minimum of it is two dimensions the row dimension in the column dimension
secondly the rank of a matrix is the same of the rank of it is transpose thirdly if you multiply two

matrixes A and P the rank of the resulted matrix is utmost the minimum.

Of the ranks of A and B if you add up to matrixes the rank of the result in matrix is utmost the
some of the ranks of A and B square matrix of dimension N cross N is defined to be what
problem in different only is the following two conditions with firstly all parts of distinct columns
should be or probable by columns being are problem in that it dot prudent of any pair of distinct
column vectors is 0 in other words VI transpose VVJ = 0 for all I not equal to J is second condition

is that a dot prudent of any column with itself or VI transpose V1 equal 1.

In other words all the column vectors should be normalized and interesting implication of a

matrix being also of nil is that U U transpose and U transpose U both end up equal to the N cross



n identity matrix i this also means that UT equals U inverse or the transpose of such here also
matrix is also means equals and additional investing property is seen when we multiply a N cross
1 method x by a N cross n orthogonal matrix, the Euclidean are n to norm of such a vector X
remains the same or multiplication by U.

It mutually we can understand this as orthogonal matrixes u performing good pure rotation or
multiplying the vector X in other words they only change the direction of a vector by do not
change it is magnitude.
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Quadratic Form of Matrices

o Given a square matrix A © 27" and a vectar x C B9, the scalar valur
x " Ax is called 3 quadratic form

o A symmetrc matrix A < &' 5 positive defrite (PD) i tor 3l non-zera
vectors x © K, xTAx = ©
® Similarty, positive semidetinite it x' Ax = C, negative detinite it
’ " : ; PR S
xTAx = 0 and negative semidetinite if x” Ax = 0

e Onr important preperty af positive definite and negative definite

matrices is that they are always fu'l rank. and hence, inverticie
o Gram matrix: Given any matrix A € 2% matrix G = A7 A s
alvedys pesitive serpdefinite,

Further o7 o = o, Lien G s posibive delinice

Lrce dhzws Tunnd Jovamy LU 2010

We often uncounted the quadratic form which is the vector equivalent of a quadratic function the
quadratic form with respect to the matrix A of a vector X where the matrix A is N cross N and
the vector X is N cross 1 is given by the real number X" AX based on the quadratic found the
matrixes we can classify them as a positive definite negative definite positive semi definite and
negative semi definite a matrix a is send to be positive definite in it is quadratic form is greater
than 0 for any vector X similarly we can define it to be negative definite a matrix is positive semi

definite.



If the quadratic form is greater than equal to 0 for any vector X note that equality 0 also may
bold here but important property of positive and negative definite matrixes is that they are
always full rack and implication of this is that A inverse always exist for a matrix A which is of
dimension M cross N when that define and special matrix called a gram matrix the gram matrix
is given by AT A the save your property of the gram matrix is that it is always positive semi
definite moreover if the number of rows exceeds the number of columns in another words if M is

greater than equal to N this means this immunize that G is positive definite.
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