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Lecture — 02
CPS : Motivational Examples and Compute Platforms (Continued)

Welcome back to this course on Foundations of Cyber Physical Systems. So, if you remember
in the previous lecture, we motivated this area of CPS. And we talked about a nice example of
building temperature control.
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CPS of Connected Vehicles

* Given the set of vehicles
* Need to model the vehicular traffic
* Need to model V2X, V2V communication
* Inside each vehicle model :
* SW feature mapping, timing analysis
* Electronic architecture : Processing -> ECU, GPU, FPGA, Communication -> CAN
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And today we will be carrying forward from there. And maybe we will be starting with this
example of connected vehicles. Like how cyber physical systems have applications in the
automotive domain. So, let us let us take up some problems in this area. So, suppose you are
given a set of vehicles and you need to model. Ah | mean what are what are the what are the

things | can ah control here?

So, well, I can have a set of vehicles. And I will like to make them move autonomously, while
being safe and while being aware of the traffic which is already there in place on the tracks. ok
So, if | have to design such an autonomous vehicles or control software. Of course, we will
have to start with that simulation Modeling modelling simulation control, design and
implementation loop. So, the first place again to start with would be to model the vehicle traffic
and how the vehicles are moving about, and what is my ego vehicle, how many vehicles are

there in my ah platoon? Let us say where the multiple vehicles are communicating among each



other. And not only that. We will also need to model the VV2X, vehicle to infrastructure and
vehicle to vehicle communication because ah well, if if I am doing a simplistic simulation that

may not be required.

I can think that well, this communications are happening with some specific amount of delay.
But for a realistic simulation, | will need to know that well ah whether my communication is
happening following real communication phenomenas. Like packet drops are happening, some
real delays are happening and the relay relays are varying with respect to some realistic
distribution as per the communication theory standards. So, all those things need to be ensured.
right So that is about the vehicular traffic modelling and the requirement of ah having a
community having a simulator which is kind of modelling the vehicle to vehicle
communication. But there are much more intricacies here. Right What about one vehicle? What

about the modelling of one vehicle? Inside it whatever the things do I need to model?

So, inside a vehicle nowadays, you have Ah you have so many complex complex artifacts.
right You have multiple electronic com control units or ECUs which are kind of represent the
computers which put we put inside cars nowadays. So, they have the software controllers
running on them. right And you may have ah In modern vehicles you may have ECUs, GPUs
plus graphics processing units, FPGAs. Not only that this multiple ah vehicle computers, we
need to communicate among each other in real time and that would require some real time in
intra vehicular communication protocol. For example, in this case, the most common protocol
is the CAN protocol full form is Control Area Network. So, if you looked at the look at this
figure which has been taken from a paper published in this area, some years back in ICCAD.
So, you have multiple vehicles if | look at the look at a high level view. So, you have vehicles

communicating among each other.

Vehicles communicating with roadside infrastructure. But once | pick up a vehicle and look
inside it. There also we have significant amount of software implementations inside the vehicle.
That these software implementations of different controllers. They actually, run on this set of
heterogeneous vehicular computers like standard electronic control units. And accelerator
cards like GPUs and FPGAs and all of them need to communicate using this real time
communication buses like CAN, FlexRay etcetera.
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Modeling Connected Vehicles
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So, there there are a lot of interesting problems to solve there. ok So, if we look at the space of
modelling connected vehicles, ah let us consider this simple problem that you have multiple
vehicles. And you want to want to control their movement safely. So, the question that comes
this given this kind of uncertainties that exist in the vehicle to vehicle communication as well
as the uncertainty that exists in the vehicular traffic, what should be my autonomous driving
strategy which is also safe? right Am | going to use some neural network strategy which uses
things like recorded neural networks or deep queue, neural networks.

(Refer Slide Time: 05:30)

Model interaction for Intelligent Transportation

Autonomous
Vehicle
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What am | really going to do? right So that is a difficult problem and it involves ah technologies
coming from the Al domain, real time control domain, highway traffic modelling, vehicle to
vehicle network modelling. So, all these domain specific technologies need to be considered

together. Right
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Highway traffic modeling
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So that is again a very interdisciplinary system. And here we have a very high level, simplistic
example again taken from existing works. So, one can say that well, the vehicles movements
dictated by an Al based computer can be discretized that well. A vehicle changing from a
central lane to left lane can be one discrete action. ah Vehicle changing central lane to right

lane and at can be a discrete action.

Even the vehicle doing this maneuver at a low speed or a high speed, as you can see here that
it goes just one step ahead, it goes two step ahead. This difference in speed can also be modelled
as discrete actions. And accordingly, now if I can model this system of highways, vehicle
movements, etcetera. ah In a discretized space and define such discrete actions then well | can
have an ah ML based or Al based technology.

(Refer Slide Time: 06:56)



Modeling realistic traffic

Defining Drive Actions
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Highway traffic simulation()

™ 1. Initialize cars

2. Determine driver actions

3. Update highway cell positions

Which will decide that well which action is to be taken when by each vehicle. Who are
coordinating among each other? So, this is like a simplistic view of autonomous driving but it
is a nice starting point because you can actually, write a program. right You can actually, design
an Al agent who can take this kind of discrete actions. You can write a very simplistic

simulator, where kind of vehicle movements would be updated over the cells.

The cells which kind of partition the highway and show that well, a highway positions.
Different positions of the vehicles can be either here or here but not somewhere here. right So
that is the idea of discretizing that continuous flow into this kind of different possibilities. So,
there is really an abstraction which we are creating which is simplifying the problem ah for our

purpose and creating a toy example here. Right

But of course, ah in real world, if we are trying to implement such an autonomous driving
strategy. It will be much more complex but here you what you have is a simplistic scenario
which from a beginner's perspective, it may be easy to perceive.
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Network Modeling : V2X, V2V

A mobility simulator is integrated in the
ﬂ { backend with a network simulator
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And again, like I have been saying that well is not only that you need to model the vehicular
traffic. But you will also need to model the vehicle to vehicle actions that are there. And for
that they are well known simulators like Sumo, Omnet plus plus etcetera. Using which you can
do this Ah joint simulation right of the vehicular traffic, as well as the Omnet plus plus will
give you the network traffic delay and other things. Right

So that is a way in which you can again co-simulate things from different domains together
and create a CPS simulation framework. ok You can design, ah the control the control strategies
here ah in a simplistic way but of course we will see in our course. How to do that in a more
real | mean near to real life involved way later on.

(Refer Slide Time: 09:10)

Learning Agent for Autonomous Vehicle
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So, fine you can you can learn an Al agent which will take such discrete actions and do the
vehicle driving for your purpose ok such things are possible.
(Refer Slide Time: 09:23)

Autonomy in platoon control

HOW IT WORKS * A platoon can be viewed a string with time
varying spacing
* The string needs to be stable
+ The spacing cannot change arbitrarily

* Braking action by lead vehicle is instantaneously
communicated to all through nodes = smooth
distributed braking

* ANNs are doing this in practice !
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Now that was about having multiple vehicles coordinating their action. Now, there are some
specific use cases, for example vehicle platooning. So, platooning means multiple vehicles are
there but in a specific sequence, right in a linear sequence. And the idea of platooning | mean
is appealing because if vehicles can move in a sequence like this. And the sequence is very

regular. They maintain some desired distance among each other, etcetera, etcetera.

Then due to lack of air drag faced by the succeeding vehicles in the platoon, ah fuel efficiency
becomes very high. So that is an economic solution. Right So, people around the world are
trying to come up with intelligent, smart, platooning algorithms. 1 mean which which makes
sense and they have been driving such truck platoons on freeways in many countries now by
now.
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Autonomous Driving : Implementation Issues
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* Thermal Constraints : How to cool high end computers in a car !!
* Power Constraints : GPUs inside car reduces driving range !!!

* Storages Constraints : TBs of Maps !!
* GPS not precise enough, need decimetre level precision
* Precise maps cannot be transmitted from cloud all the time

So now, coming to an example of suppose, | am trying to implement such an autonomous
driving system in real life. ah what What constants am | really missing here is? You should 1
Should I give give it a thought that what more technologies I need to be ah aware of, well a lot
of them actually. right. So, if you think of doing an autonomous driving implementation. The
first important thing is having a lot of sensors. Right

Because, if it is an autonomous driving vehicle, the perception of the real world has to be keep
captured by sensors. And sensors can be a lot of them they can be camera type sensors, they
can be radar type sensors, they can be lidar type sensors, etcetera. So, all these sensors would
be trying to create a perception of the real world, detect obstacles, detect other things detect

points of interest, detect the lead vehicle, detect the distance from the vehicle, etcetera, etcetera.

Detect road signs, detect pedestrians and all these things. right So, this common perception
needs to be created. And that in itself is quite a compute intensive problem. right So, once that
problem is solved. Then the next problem to solve is the motion plan. That how well, 1
understand | have a rough idea about ah or maybe an almost accurate idea about what is what
is the world settings around me me being the vehicle? Right

How do I plant my motion? So, there would be there should be a high level plan and a low
level plan. The high level plan should have actions ah for for | mean which say that. Well, you
move from this waypoint to the next waypoint. And maybe then the through the succeeding
waypoint and the low level plant should have control control actions which help you into

moving to the to the next waypoint.



And that is the control loop at the lower level which is working more frequently. Ok Now, as
you can understand, creating that perception itself is quite compute intensive, like we just said.
So that would mean that in future we will have accelerators like graphics processing units and
FPGAs inside vehicles. right But this this is also at a cost. right We are looking for battery

based vehicles.

Now that would mean the the the onboard energy that is there is coming from the vehicles
battery also. But again, we are trying to run high-end computers on them. So, the battery
drainage will also be happening. So, this also means all these compute | must be doing on the
vehicle in real time inside task deadlines but at low power. right So, all these constraints need
to be kept in mind while you have such a vehicle implementation.

Where you have the sensors creating the perception and the control, ah computer in the vehicle
computer. And all this happening that means the control loop in it is entirety. It is executive
inside the real time constant, while consuming low power. So, this means there are quite a lot
of challenges here. And people are trying to meet those challenges in different possible ways.
(Refer Slide Time: 13:36)
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Implementing Small-Scale Automotive
CPS

So, we will just talk about small example that suppose you are trying to create a lab scale Ah
vehicle Ok with some amount of autonomy.
(Refer Slide Time: 13:49)
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Introduction

* We develop an open source,
affordable, high performance
Autonomous Vehicle Testbed,

* The Testbed has a full suite of sensors,
perception, planning, control software
stacks that provides a full scale
solution,

*  We can demonstrate most of the
important CPS research examples with
such a testbed, thus enabling
researchers and students to test their
designs and solutions without any
problem,

So, so this is an example that we have. This is a lab scale, autonomous vehicle that we created
in our lab. So, the the reason | am showing this is this is an introductory lecture. ah You should
be kind of enthusiastic You should | hope, you feel enthusiastic about creating such a testbed.
And you can see that this is this looks like a toy thing. right But at the same time it it implements
lot of real engineering principles.

And these are testbed which can be used for quite an amount of serious research. I mean
research concerning development of ah control algorithms, research concerning real time Ah
sensing and real time creation of the world perception. That means trying to recognize and
understand. what What What is there around the vehicle? Because there are lot of sensors here
and also doing the compute in real time using GPUs and CPUs which are on board in the

system.

And trying to ah figure out that how the vehicle will move? That means executing the control
laws. So, all these things can be done by this lab scale test vehicle that we have. And also there
are wireless antennas through which the vehicle can actually, transmit commands, ah to a
nearby vehicle which is which has been developed in a similar way. It can also receive
commands from a central computer where we can actually, dictate that till the vehicle that you
should do this or you should do that. Ok

(Refer Slide Time: 15:22)
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Components Required

* This List outlines all the Major Components we have used for assembling the car:

«  Jetson Nano Developer Board with WIF| Antennas

*  RC Car Chassis (dWD/AWD)

+  Fibre Glass Plates for upper Chassis

*  LiPo Battery

*+  Battery Charger

*  Lidar

+  Camera

+  Arduino UNO

+  Accessories include switches, wires, Spacers, Screws
* 3D Printed Mounts for Camera, WIFI Antennas

So, this is like a sample component list that we have. So, like you have you need a developer
board. ah ah A developer board having both a CPU and a GPU will help. Because the GPU
will be useful for accelerated sensor processing at low power. And well you will need some
communication interface. And what is important is to get the car chassis. So, this is like one
car chassis that we purchased.

And then we took out all the active elements of that. We just have these wheels and the base
and the basic frame. And on that we did our development of all the custom components. right
So, you have to have the battery battery charger for setting of the vehicle. And then you should
be actually, putting in a set of ah set of sensors. For example, this vehicle has two important

sensors. There is a depth sense camera and there is a lidar.

So, the lidar is continuously rotating and accordingly, it is doing a sensing that well. What all
things are there around it? At what distance?
(Refer Slide Time: 16:34)
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Chassis

The bottom Chassis is equipped with:

* High RPM Brush-less DC motor that provides the drive to
all the wheels

* An Electronic Speed Controller(ESC) that controls the
Brush-less DC motor using Pulse width Modulation
(PWM)

+ AServo motor for controlling the Ackermann steering

* ALiPo battery Pack that provides power to all the
systems including the sensors and onboard computer

So, this is a view of the chassis. So, this came with a low level controller which is the speed
control of the vehicle which you of course kept. And so, we will be designing algorithms which
will be giving inputs to this speed controller. Ok And there is another motor which will be the
survey motor which will be used to turn the front wheels. Ok And this controller is going to
activate this BLDC motor is brushless DC motor which is going to provide the drive uh provide
I mean which is finally, going to rotate the wheels. right So, basically, this is going to drive the
vehicle. ok So, this mechanical component, we kept, we took out all the other electronic
components. And we bro and we and and we created our implementation of them by using this
of the shelf cameras, lidars, embedded processors, antennas, stuff etcetera. So, this is the
chassis. So, like I have been saying that it involves this high RPM brushless DC motor. Then
we have the speed controller. There is a lower level controller of the of this motor. Right
(Refer Slide Time: 17:51)
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Computer

The platform uses an NVIDIA Jetson Nano GPU Computer. The
Entire software stack is built on Robot Operating System(ROS)

Specs

1. 128-core NVIDIA Maxwell architecture
based GPU,

2. Quad-core ARM AS7

3.4GB LPDDRA

4, Ethernet capable

5. NIC support for Bluetooth and WiFi




And so, this is the this Is the vehicle computer that we chose. So, we we put atop the vehicle,
this Jetson Nano board. And you can actually, have a Robot Operating System that is ROS
running on this board. ah Because that that is a very easy to learn operating system which is
used in many of these kind of similar embedded platforms. Ok
(Refer Slide Time: 18:15)
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Sensor Configuration

The sensor configuration includes:
7 RPLidar A1 360 degree Laserfinder (20)

# Intel RealSense D435i Depth Camera with inbuilt inertial
Measurement Unit (IMU).

The sensors are connected to Jetson via USB ports.

Now, these are the two sensors that we attach to the vehicle. One is the lidar and the other is
the depth depth sensor. right It also has an inbuilt IMU. So that is another sensor. So, we will
soon learn what these sensors are? How they work etcetera.

(Refer Slide Time: 18:31)
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Communication between HOST and Lab Car

* The lab car can be remotely connected through secure shell(ssh) into the Jetson Board from a Host PC.
The IP address of the Jetson Nano should be checked before connection every time unless it's a static IP
address.

+ The Software stack is configured to use ROS over Network and that is used for both sending control
messages to the car and receiving telemetry data

Secure shell (ssh)

PIT/HOST

Now, using standard ah TCP based communication, you can establish ah this real time
communication between this car and host PC. ok So, we use this secure shell based

communication here.
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Hardware Architecture Diagram
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So, this is like the architecture that we are having here. So this part is they are inbuilt with the
vehicle on along with this. We attached this arduino board which is having the lower level
software which issues commands to the speed controller. And the steering commands are also
issued from arduino to the servo motor. Now, this so This is actually, having the controllers.
right The Jetson Nano board is running the deep learning pipelines which are processing the
lidar and the camera data to create kind of ah real world perception of the vehicle.

(Refer Slide Time: 19:28)
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Figure: Assembled Car platform

So that is how it is working and here we have again some top views and front views of the
vehicle from our lab. Ok
(Refer Slide Time: 19:36)
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ROS (Robot Operating System)

ROS is an open-source meta-operating system used for Robotics
applications. It provides some important services which makes
developing Robotics Systems easier. Those include-

1. Hardware abstraction

2. Low-Level device Control 000

3. Message Passing between Processes b R O S
4. Package Management

5. Tools and Libraries for developing code

So, just a few points about the robot operating system. So, because if you are doing such DIY
projects this is a very ah standard OS which you may have heard of and if not. It would be a
good time to delve into what is ROS and how to use it? Because in many such ah simple simple
CPU projects this is a very popular OS to be used. It is a lightweight one and it can be used in
embedded processors like this.

(Refer Slide Time: 20:03)
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SLAM (Simultaneous Localization and Mapping)

+ SLAM s a technique of constructing or
updating a map of an unknown environment
while simultaneously keeping track of an
Agent’s location, The Map is used to carry
out tasks such as path planning and obstacle
avoidance,

+ Popular Slam Algorithms include Particle
Filter, GraphSLAM, FastSLAM, HectorSLAM
etc.

+ For our Car we have used Hector SLAM.
Hector-SLAM is an algorithm that uses laser
scan data to create a map. The advantage of
Hector-SLAM over other SLAM techniques is
that it only requires laser scan data to do its
job. It doesn’t need odometry data.

Now, we are using ah this simultaneous localization and mapping techniques. So, this SLAM
libraries are also popularly available. And they can be used to create you to create this kind of
maps using the lidar data. So, as you can see that as the vehicle is moving around it is it is
creating this map. Based on it is obstacle sensing of the lidar. And this is happening using this

HectorSLAM algorithm OK which is which is quiet well known.



So, this idea of localizing the vehicle and it is position inside a bigger space. ok ah This is ah |
mean in general known where this common name that is simultaneous localization and
mapping or SLAM. So, it is this technique of updating the map right and create creating this
perception perceptor sense that will where am I and how exactly things are located around me?

And this map will be of course, used for further path planning and vehicle movement. Right

And there are a host of ah host of well-known algorithms in in this domain of SLAM. For
example, HectorSLAM, FastSLAM etcetera. And in case of us we used HectorSLAM to create
this map here. Ok

(Refer Slide Time: 21:27)

* Anexample of a SLAM
in action, The Lidar
map topic updates the =
map while the car is in ol -
motion. We can also
see the position of the
car in the map.

So, a few more examples, like if a vehicle is moving that how this SLAM algorithm is working
in real time and creating this map?
(Refer Slide Time: 21:37)
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Reactive Navigation: Obstacle Avoidance

Reactive navigation is a well-known paradigm for controlling an
autonomous mobile robot, which suggests making all control decisions
through some light processing of the current/recent sensor data.

For Implementing Obstacle Avoidance we have written a Python Script
which uses Follow The Gap (FTG) method. Steps are mentioned below:

1. From Lidar Point which is a vector of multiple values we have found
out the maximum Gap.

2. Calculate the center of the Largest Gap

3. Calculate the heading angle to the center of the largest gap in
reference to the orientation of the car, and generating a steering
control value for the car,

4, Also for Longitudinal Control the car has been given a safety

bubble ( A certain radius of length to stop the car if no heading angle is
found)

Now, for the vehicle, you can create some obstacle avoidance kind of algorithm. Right
(Refer Slide Time: 21:45)
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Lane Following

+ The car's camera was accessed to collect 224x224 images it D AR T st
of different sections of the lane considering a wide range rianieiago
of scenarios (at various distances, orientations, offsets,
light condition, etc.).

+ The ideal path to be followed by the car was annotated in
the form of pixel positions, further normalised to range it
within accepted values for throttle and steering of the car.

+ The dataset was fed to various pretrained Computer Vision - i _
models such as AlexNet, ResNet18 and ResNet34 for . -
training. ot em e

* Better performance was achieved by mitigating model loss
through tuning hyperparameters such as learning rate, Best trained model was optimis
batch size, etc. and adjusting number of epochs. converting it into TensorRT forn

So, once you have this vehicle hardware ready, you can write some programs for maneuvering
the vehicle. So, if your sensory inputs are processed by suitable deep learning pipelines on the
GPU boards then based on that you can detect obstacles and accordingly, you can maneuver
your vehicles. Right So, you can maneuver your vehicle suitably through waypoints, ah make
it avoid obstacles make it follow lane markers.

So, there are lot of opportunities which can be explored. Right | mean and you can do a lot in
that way. ok

(Refer Slide Time: 22:22)
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Lane Following

+ During execution, the car's camera continuously feeds
read images to the optimised model.

* The model pre processes the images and makes
prediction. The result is best possible coordinate (X, Y)
for the car to move towards.

* Since, output is in normalized form, it is multiplied by
various parameters such as THROTTLE_GAIN,
STEERING_GAIN, STEERING_OFFSET which are tuned for
adjusting the car's movement.

* (alculated values are set to the car's Throttle and
Steering attributes to make the car drive itself
AUTONOMOUSLY around the lane

So, this is just another sample vehicle. So, this we we actually, purchase this is not our Ah |
mean the one that we are building and we are testing our algorithms on this is another vehicle.
So, we are just throwing a screenshot of that here. It is available to use, | mean and it can be
used to demonstrate ah basic movements, basic obstacle avoidance and basic lane following

control.

So, when the vehicle moves, it can actually, detect this lane markers and and the suitable
manipulation commands are ah executed in the vehicle's computer. And the vehicle is
instructed to follow the lane. Do not not wander around to some other lane or or to avoid those
kind of stuff. ok So, such such algorithms can be implemented and they form very nice use

cases of lab scale autonomous driving. ah Labs

Or you may be also interested in implementing softwares which are ah which are used for not
full autonomous movement. But ah kind of aiding the driver for example, a parking software,
some so some assisted parking. You can make the vehicle park at a suitable space using some
software logic. ah If you build this kind of lab scale, autonomous vehicles or semi autonomous
vehicles you can also develop such controls real time in control algorithms and the
corresponding softwares and test them. Ok

(Refer Slide Time: 23:50)
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So, well this is an example of the popular ResNet architecture and how that was ported in this
commercially available vehicle example. ah The architecture of it and how it works? How it
can detect the lens? So, as you can see, there are some screenshots where this vehicles camera
is actually, able to detect lens. And accordingly, the vehicle maneuvers around the lane
markers. Ok
(Refer Slide Time: 24:14)
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So, there is some details about this deep learning architecture which is deployed on the vehicle.
So, fine, ah with this we will come to the end of this lecture. And in the next lecture we will
also talk about some other important aspects of automotive cyber physical systems. For
example, how real time simulation of automotive CPS happen. Thank you for your attention.
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Lecture — 03
CPS : Motivational Examples and Compute Platforms (Continued)

Hello and welcome back to our lectures on foundations of cyber physical system.
(Refer Slide Time: 00:32)
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Real-time Simulation of Automoﬁve CPS

So, in this lecture we will be ah focusing on ah Real-Time Simulation of Automotive Cyber
Physical Systems.
(Refer Slide Time: 00:40)

Real-Time Embedded Systems

* Real-time:
* time-sensitive process
+ Embedded systems

+ Combination of computer hardware and software designed to interface with the real world and
provide control, interaction, and convenience of some form.
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So, what does it really mean first of all? Well, there is simulation but what is real-time
simulation? So, let let us understand these fundamental characteristics of embedded systems
that they need to execute inside some given deadline. If you are executing a standard software
in a desktop system ah there is no real-time deadline for most cases right but you are executing

software in an embedded system.

In most cases, it is supposed to execute inside a deadline. So, typically, if I look at a control
system, the controller is a software which will get some input from the plant. Then it will
execute some control law and then the control actuation commands must be actuating the plant
inside the sampling period of the controller. Why? Because in the next period the controller is
going to again sample new values and it is going to observe well the control command | gave

earlier.

Due to that how did the plant change it is state? ok So, ah whenever | am implementing such a
cyber physical system or I | just given control theory example but in most standard CPS
examples, we will have this thing that well. There Thus, the the the the software is, what we
call as reactive. In nature, reactive means that well, it will do something ah based on the

environmental situations it will react to the environment.

Because it has a target objective. Let us say driving the vehicle in such a way that | maintain a
distance of 5 meters from the vehicle in front. So that is a control objective and | react to the
scenario that right now, this distance is off from 5 meters but by 1 or 2 meter. Then,
accordingly, there is a trigger for me and I will work ok so that is one way of implementation.
Or the reactiveness can also come from the sampling period that every after every fixed period
of let us say 10 milliseconds an interrupt is generated and that is dictating this control software
to wake up, execute, take some decision and then again wait for the next event to be generated.
And the next event will come on the expiry of the timer which is set for up to the sampling
period and after that again the software will wake up and do something. right The other
important thing is the control softwares are executed in feedback loop and as is common for

most cyber physical softwares.

That means they will execute they will do something based on that the plant will evolve and
by observing by how the plant is evolving they will again do something. So, whatever they do

now is a function of what they did in many cases earlier in the many instances earlier. right So,



coming back to this, this is a example of periodic task execution and the task is doing something

based on inputs.

And it is outputting something and this is going on and on in multiple different periods
consecutively. right And all these periods have their given deadlines in the system, ok
(Refer Slide Time: 03:55)
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Real-Time Embedded Systems

* In real-time system, embedded devices perform the following steps in predetermined amount of time (say,
1 ms, 5 ms, or 20 ms)

* Reading sensor data as input signals
* Performing computations as per the control logic
+ Generating control command to drive the actuators,

* The interval size is known as the step size: Ts.

+ Fixed-step solvers solve the model at regular time intervals from the beginning to the end of the simulation.

| Inputs I Inputs |

Ops 50 ps 100 ps
d

So, suppose | am trying to simulate such a real-time system. The question is when | execute
my software, how do | really know that the software is really executing inside the actual time
bound inside which it is supposed to execute? Well, you see if | am doing this experiment on
a desktop computer running, let us say windows or Linux the operating system is not making

the processor of the system always available to me. Right

Because there are other processors and | am running my control software as one process. So
then, ah | will be getting ah access to the CPU to execute this specific piece of code only in
some those time slices when the operating system gives me access. And in those time slices
where the operating system is giving the access to some other process | am not really having
the CPU right, so that is the problem.

Now, the question is ah even if that is not the case, how do | know that the computer is
executing my process exactly in real-time? Because it may have it is own logical notion of time
attached to that process. ok So, what we really need for evaluating embedded control systems?
Is that we will need a way to measure real-time and we will need the events produced by the

software to have an to happen ah inside those real-time boundaries. Ok



Now, this problem is further complicated by the requirement that let us say there is some
physical system which I am also modelling. And my control input goes to the physical system
and now | am supposed to simulate that physical system up to some time and then observe the
output and then accordingly again actuate the control input. right So that means the physical

system has a model.

Let us say in case of vehicle, there is a vehicle dynamics model that model has to execute inside
that real time. Right And it should, I should, I should then get the output ah which is let us say
the current state of the model and | will use it in my some embedded processor to execute the
control logic. And then inside my deadline | should give back this control command to the

computer, where the model is simulating.

Now, like | said that the model simulation time should be faithful with the real clock. right It
should not be like a process like a desktop computer, where this code is running along with
other codes and | really do not know that well when the model is producing its output. What is
the real-time value? Whether it is as per the real-time requirement here. right So, for this we

use what we call as hardware in the loop real-time simulators.

The other important thing that we have in this slide is when | am solving that model so,
fundamental is a set of dynamical equations and it is a set of difference, differential equations
and they need to be solved. right So, there would be a solver in the back end and it is a
continuous time thing. right So but I will have to choose a discrete time step internally, after

which those solution values are available.

If that is happening at a very fine granularity then the time taken by the solver to give me the
solution of the model at the end of the sampling period. That will be too high and it may be
more than the more than the sampling period of the system itself. right So, the solver needs to
choose suitable step size so that the number of times the solver has to work inside the sampling

period is manageable inside the real-time deadline.



So, this is an involved thing, we will come back to this. We are just trying to enforce upon you
that when 1 am modelling reals, embedded processors, | am running some embedded software
and | am trying to see how it works with the plant model. The plant model has to run in real-
time and that output has to come to the embedded processor and the processor should run its
code. And again, give back the commands to the plant model in real-time.
(Refer Slide Time: 08:08)
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What is Real-Time Simulation ?

+ Generally, decreasing Ts increases the accuracy of the results while increasing the time required to
simulate the system.

*+ When a predetermined time step is too short and could not have enough time to perform inputs,
model calculation and outputs, there is an OVERRUN.

* When an overrun occurs, one time step will be omitted. The next computation will be performed at

the next time step.
’ OVERRUN
| Inputs |
Ops 40 ys

And if that does not happen, this is what it going going to occur. The output computation will
be delayed and there will be some time over run.
(Refer Slide Time: 08:18)
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Types of Real-Time Simulation
* Rapid Control Prototyping -

And so, how is all this thing done? So, typically for that companies provide you with things
called hardware in the loop real-time simulators. For example, here is one example system that

is just shown and there are things coming from various other companies also. right So, you



create a model and you can run in this kind of computer. What it will do is, unlike a normal
computer, it will show it will show you the model updates happening as per real-time clock.
Ok

(Refer Slide Time: 08:48)
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Hardware-in-Loop (HIL) Simulation

Plant Model

-- 8
—
-
Host - PC Hardwore = in = loop Electronic Contn|
Simulator

So, any kind of physics or any kind of physics based model or that means which replicates a
physical scenario can be run in this kind of a hardware in the loop simulator. And then you can
see the output in the host PC of the system and it can be connected with the embedded
processor, where you have the corresponding software logic running. Ok

(Refer Slide Time: 09:11)
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Various stages of HIL simulation (V cycle)

* Design and testing cycle (V cycle):

‘ Theoretical Modelling

MATLAI

LA |
SIMULINK: [ Simwboton

So, this um thing that is ah | mean testing a system can be done at various levels in a in an
automotive space. right And this is typically the V cycle of design and testing. So, you can

have theoretical modelling then you can have simulation in Matlab and then you can design



the controller and prototype it in a embedded software processor board. Then you can attach it
with the target system ah which is basically a model of the actual physics physical system and

that model is running in a real time computer.

And then you can do validation, then you can do final tuning or maybe you can attach ah this
processors and it is output to the sub part of the physical plant. And then you can do some so,
you can do validation at this level by attaching this software ah running on the processor, with
the model running on the hardware in the loop simulator. And make them simulate together,
then you can go to this level where you can attach the sub part of the big physical thing and see

that how it is behaving.

And then you can go to the actual application that you have the entire thing may be a car and
you bring in the software here you attach that board here and see that well how this is driving
around and the required functionalities are working in some test track or test scenario. Ok
(Refer Slide Time: 10:39)

Advantages of HIL simulation

So that is how it works usually so, of course, ah you it may be difficult to get the real system.
right So, anyway the preferred mode ah would be to use this kind of a simulator and make your
software run in the loop with the simulated model of the plant instead of having the real plant.
OK Because of this various advantages that you have with respect, to cost, quality, less number
of tests to be done on site, etcetera, etcetera.

(Refer Slide Time: 11:11)



ETAS DESK-Labcar HIL Simulator Overview

Desk lab
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car comprises of three major parts:

Y

DESK-LABCAR SW DESK-LABCAR HW Unit Under Test

User Software £55100 incl.
LABCAR RTPC-Light

Experiment ECU
Environment u O
' »
8 =
Default Project Y‘
ES5340

\ A A

\

So, we we are just giving some names of some simulators that can be used and there are free
like (11:18) I have been saying that there are many other offerings from many companies. So,
this is a combination that used to work in our lab. So, you can have ah simulate that HIL

simulator, like Labcar and along with that you can have any of your favourite embedded

processors ah which can run your control software. Right
(Refer Slide Time: 11:37)

DESK-Labcar Software

* LABCAR OPERATOR

Adding various types of modules (MATLAB/Simulink, CAN Modules, C Modules
etc)

* Configuring the modules (Configuration manager).
+ Managing connections (Connection manager).
+ Builds and generates hex file for target RTPC.

* EXPERIME

NTAL ENVIRONMENT
Easy access to all parameters and measure vanables due to the combination of
the "Element List" and "Signal Center” in the "Workspace Elements” window

+ Creation of instrumentations for displaying measure variables and for modifying

parameters of the running experiment

+ Signal conversion and sensor/actuator modeling tracing signal paths
* Data recording with the Datalogger
« Stimulating inputs with the Signal Generator.

()

DESK-LABCAR SW

User Software
LABCAR
Experiment
Environment

&

Default Project

And you can just configure them suitably.
(Refer Slide Time: 11:41)
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DESK-Labcar Hardware

For operating £55100.1 Desktop Housing

with LABCAR-OPERATOR, the following

cards can also be used:

* Elektrobit E85100/E85200 PCle
FlexRay

+ IXXAT CAN-1B200/PCle (CAN and LIN)

* IXXAT iPC-1 XC16/PCle (CAN)

And you can connect them together. So, this is just like a broader screenshot of how an entire
system looks. So, at the back there will be lot of ports just like a computer but there are many
additional ports also to interface with your embedded processor.

(Refer Slide Time: 11:57)
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DESK-Labcar Hardware
RTPC details and connection with user PC

* The user PC consisting of the LABCAR OPERATOR, is
connected to the Real-Time PC (RTPC) of the £S5100.1
Desktop Housing using ethernet connection.

* The RTPC consists of the following:
* Processor: Intel Core 17-4770S @ 3.1 GHz
+ Memory: 2 x 4096 MB, P(3-12800
* Hard disk: 500 GB SATA, 2.5*
*+ Network: 2 x Gigabit Network Connection
+ Ports: 2 X LAN :
* Slots: -1xPCle 3.0x16
~1xPCle 2.0x1
-1xPCle 2.0x4

(Refer Slide Time: 12:00)
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Controller development in microcontroller boardu

i

Controller model is implemented in Infineon Aurix Triboard TC3X7 THV2.01
The TC39x product family has the following features:
* High Performance Microcontroller with six CPU cores
* Six 32-bit super-scalar TriCore CPUs (TC1.6.2P), each having the following features:
= Superior real-time performance
= Strong bit handling
~ Fully integrated DSP capabilities
- Multiply-accumulate Gnit able to sustain 2 MAC operations per cycle
= Fully pipelined Floating point unit (FPU)
= up to 300 MHz operation at full temperature range

And then ah well you can you can just interface it with some embedded processor like this. So,
this is an example microcontroller board we are showing is infineon boards are typically used
in automotive systems along with many other kinds of boards. So, this a typical board will have

some multiple one or multiple CPU cores. For example, this specific board has six CPU cores.

That would mean that you can really run programs compiled to these boards in each of this
course simultaneously. Right
(Refer Slide Time: 12:28)
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Controller development in microcontroller board

Implementing the tioighd 4, I LA
observer and controller o
model in Aurix
Development Studio, the
Aurix series IDE available
for downloading from prenem
the Infineon website s

And this is like a screenshot of the IDE, the Infineon IDE, the Aurix IDE through which you
can write your control software, the actual control software which will sends messages which

will execute some control logic. And then which will which will send some control actions



over any of the interfaces that this boards provide. ok It would provide a typically it would
provide a CAN interface through which you can connect these boards output to a CAN cable.

And that CAN cable will you can attach to the HIL system to see that well how the plant reacts
to the control actions that are communicated here. Ok
(Refer Slide Time: 13:06)
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The HIL setup (basic block diagram)

Plant model running in real-time
in ETAS desk labcar simulator

Controller model running in
real-time in Infineon Aurix
Triboard TC3X7 TH V2,01

So, yeah this is the example picture that we are talking about. You can have your control
communication you can make the plant model ah evolve and you can watch it is trajectory.
(Refer Slide Time: 13:21)
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The HIL setup
Aurix development studio Us
(Tasking C/C++ compiler e
and debugger)

Message 10: 0x00

................

FEIELTE]

AN L CANL
Controller model running in
real-time in Infineon Aurix ,
Triboard TC3X7 THV2.01 1

............................

Now so, this is a typical HIL setup, so, the CAN is basically a set of twisted pair wires with
suitable resistance. Ok Now, you can also log the CAN data in another PC and you can see that

well what kind of data packets are going because your vehicle sends values from the vehicle.



Let us say let us take an example 1 am modelling a vehicle dynamics. | am having wheel speed

and linear acceleration. ok ah

And let us say some more things like the vehicle’s steering angle, I am monitoring this signals
and | am sensing those signals and sending through the CAN bus to the ECU. The issue is
executing some controller. Let us say the adaptive cruise controller, let us say the ABS
controller and those control commands go back to the con through the CAN bus through the

plant model which is evolving here. right Ah

So, let us say this controller wakes up once every 10 milliseconds. That means | will be
computing the dynamics of that plant. ah | want the output of the dynamics once every 10
millisecond and that should be communicated back here. Now, when | evolve those continuous
dynamics inside 10 milliseconds this system would choose a suitable step, such of the solver
that whether it will solve the dynamics once after the 10 millisecond or multiple rounds in

between for increased accuracy. Ok

And then once the those equations are solved here right and you get back here. right So that
simulation is happening here in real-time because this is a at a real time, computer here. And
so that means once that is done, you will get those changed values and then you will be
computing ah the control signal. And you will be sending that back through the CAN bus. And
then with some modified steering angle or modified breaking value or modified acceleration
value those are the discrete actions that your controller to here plant model will again evolve
right.

(Refer Slide Time: 15:29)
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The HIL setup (results in EE)
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The Trajectory Tracking plant (TTC) which depicts the vehicle lateral deviation, has an initial value of 30m. As s00n as the

controbler is switched ON at 11, the lateral deviation reduces and finally settle t0 0.

So that is how a typical HIL setup will work and these are some examples. Let us say you take
a trajectory tracking plant. So, essentially, you are following a previous vehicle. And so, there
was some lane deviation initially by the previous vehicle and you are slowly collecting the
deviation. So, finally, this deviation goes to 0. right So that is a typical example we are trying
to show again not going to the details here.

(Refer Slide Time: 15:51)
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The HIL setup (FDI based CAN bus attack simulation)

Aurix development studio
{Tasking C/Ce+ compiler and debugger) USB

—

uss weneaens

Attack ECU Infinecn Aurix Triboard TC234

Message 10: 0x00

FEITFETVRE]

CANL

Plant model running in F
M 0: 0x0 desk labcar simulator -b’
; essage 1D: 0x01 . .\

So, this kind of a testbed has more usage. Suppose | am trying to do some experiment on
automotive security which is nowadays quite a hot topic. right Suppose | have an idea that the
vehicle can be attacked by ah at attacked over the internet or through some other surface. The
vehicle can be attacked and communication between the plant and the controller that is the

vehicle and let us say one of his ECUs has gone corrupt.



So, the CAN data packets, they are getting transmitted, they may be spiked by the attacker and
| want to see that well, how is that going to affect my system? So, let us say | have an attacker
ECU whose whole job is to spike these messages with some. ah in some way that means it
would, it would do something it would do something to make the vehicle model think that well

this is not the ECU which is supposed to send the actual CAN messages.

So, it will send this ECU to an off mode and this attacker would start replicating this ECU's
role. And it would start sending spiked messages. ok So that is an example of how you can
create a test bed where you are able to replicate automotive security experiments.

(Refer Slide Time: 17:09)
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The HIL setup (results in EE after attack)

1 | Attacking the plant to controller path
( e B————— \ |- 71| by injecting a constant false data of
0% amplitude 5 in message id 0x00 for
0ed | Isec.

A Now, if you do that you may see

how things change maybe you can see that well due to such attack deviations start happening.
And that would mean the trajectory tracking you are doing that you are following a vehicle and
the the set deviation you are supposed to have from the previous vehicle that keeps on altering.
ok So, those things can happen and this is the way that you can have a testbed through which

you can actually see such experiments carried out.

You can actually, see that let us say you are developing a security scheme and if you prevent
that CPU scheme here in this victim ECU. You can actually, figure out that well, this victim
ECU able to work or not. And what is the effect of that attack or what is the effect of that
counter measure on the plant dynamics? So, this is. This is the important thing here. right We

are talking about cyber physical systems.



So, even if you have a security measure, we will like to know what is the effect on the physical
dynamics? So that is why you will need the software logic. You will need some safeguard and
security but final validation would require the physical model of the system. And you will like
to see that how the model evolves and well in case | have taken a security measure if that have

some effect on the physical dynamics of the system. ok

So that is how all these concepts get link up and you can get to do some interesting thing on
CPS security here. So, with this interesting example, we will be ending our lecture. Thank you

for your attention.



