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Hi guys, welcome again to this talk on statistical inference. So, in this lecture today we will talk 

on statistical inference for two populations.  

(Refer Slide Time: 00:29) 

 



So, when I am talking of inferences for two populations, the first question that may come to 

anyone's mind is that okay, we have seen to find out how to find out a statistical inferences for 

one population, that statistical inferences, maybe we may want to try to predict the mean of a 

population or the variance of a populations. So, we have seen that or maybe the proportion of  

populations. So, these are the 3 different things we have seen under different conditions.  

 

So, now, next, when we have talked of one population, our next discussion definitely should 

have been for population inferences for more than one population. So, why suddenly, I thought 

that we should discuss on inference for two populations that means after that we will be 

discussed for inference on 3 population then again, after that inference for 4 population is it like 

that? So, it is definitely not bad. So, the next question that often comes to mind is that, why we 

do not just generalize by saying comparison for more than one population, is not it?  

 

So, since as I told you, after 2 definitely will not go for 3 or 4, we will go for directly more than 

2. So, then why just talk about 2 after one immediately, we can just generalize talking about 

comprehend for more than one populations.  

(Refer Slide Time: 02:00) 

 

So, now, the thing is that why we talk of inference as from two populations, there are many 

reasons the some of the important main reasons are many interesting applications involving only 

two populations. Like when we try to compare populations, there are many such interesting 



applications where there are only 2 different distinct type of populations, like when we say we 

want to compare between the difference between 2 genders, there are only two populations, then 

again, we want to compare a drug with a placebo, you know, what is a placebo?  

 

Of course, everyone will know it, I do not have to explain that. So, when to compare a drug with 

a placebo then we want to compare before and after some events. So, these are the typical case 

where we need inferences for two population means basically, we want to compare to two 

populations, like what was the state before some even occurred, says the earthquake what is the 

state after an earthquake has occurred? So, it is  two populations. So, there is no 3 in that it is two 

populations.  
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So, some of the concepts underlines comparing several populations, which we can very easily 

understand if we discuss about the two population case, some concept if we directly go to more 

than one population, it might be a bit difficult to understand. So, it is very easily introduced, if 

we just first repeat, talk of inferences for two populations. Of course, there are reason behind 

reasons are that why we compare two populations because as we have seen, there are many such 

cases where there are only two population only like we have seen the different cases.  

 

Along with that, it is always in before going trading a very complex part it is always easy, it is 

always better to first know some of the concepts then go to the more complex part. So, that easier 



part is first; understand the concept of two populations, then relevant go for more than one 

population are no more than two populations. The combination of two populations it results in 

some simple single easily understood static, easily understood statistics.  

 

So, from a comparison of two populations, when we try to compare 2 different populations, we 

get somebody easily understood statistics, their statistics like difference of mean of two 

populations difference or variance of two populations. So, is not it? We while discussing 

sampling distribution; we have seen difference of means is not it? A difference of means 

difference of variances also. So, these are some very easily understood concepts. Such a simple 

statistic is not available for comparing when we try to compare more than two populations.  

 

See when we try to compare more than two populations like we are trying to compare 3 

populations, we cannot say difference of 2 or 3 population difference of 3 population they will 

not be a single value is not it? So, if you try to compare the variance of the 3 population, it will 

not be single value.  
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Again, talking about populations, the populations are also sometimes you see the populations are 

also very different. Sometimes there populations means type of there are 2 different types of 

populations that I want to say that some populations are actually different like when you talk of 



the population of 2 different genders, population of a drug and a placebo, these are actually 

different populations. 
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Like as I see male and female students is study involving separate population in general is known 

as observational study this type of population when you study on this type of population and the 

populations are actually different, and we call this study as observational study and the 

populations are actually different when we are trying to compare the drug and placebo. So, these 

populations 2 these populations drug means a particular drug and a placebo. So, these two 

populations are actually different.  

 

So, when we try to compare we are just are trying to observe the difference between 2. So, it is 

whatever it is already existing, we are not doing anything to it, we are just trying to compare 

these 2. And so this type of study is called an observational study.  
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Now, sometimes the populations are the results of an experiment. Experiment like you can very 

well see the example that see the figure what they want to say, like again, I will give you one 

more example. Suppose say, we want to compare the effect of 2 fertilizer on a land, we want 

compare the effect of 2 different fertilizers when we want to find out the effect of the 2 different 

fertilizers on a land. So, what happens if both the land if we take in a different places then we 

may not get the same effect then what we will do?  

 

We will try to in the same plot of land we maybe we divide the plot of land into 2 parts 

diagonally maybe and use the what to said use the different fertilizer on a different part and a 

diagonally upper part we use fertilizer A on a diagonal our lower part we use fertilizer B that 

way we have created 2 different populations, initially it was the same populations, but we have 

created 2 different populations, this sort of things have all the populations are add the result of an 

experiment.  

 

The single homogenous population has been divided into 2 portions, where each has been 

subjected to some sort of modification, single homogeneous population kind of figure also what 

you can see in the picture, what you can see? It is a symbol same place where in some place you 

have a plant at some different type of Lily and another piece of plant a different type of Lily 

plant. So, simple population, but you are subjecting to some sort of modification. So, this type of 

populations we have it is because of the result of an experiment.  



 

So, this type of study is referred to as designed experiment, designer experiment is a big topic 

actually. But anyway, we are not covering this it is totally out of the scope of this course.  
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So, now, again, first we saw why we compare two populations, instead of directly going to single 

population, we have seen it in different regions. Then we also saw what may be the 2 different 

types of populations. The different types of population, I am not saying to try to telling that we 

are comparing two populations. So, what are the 2 different populations? No, not that I am just 

trying to tell there are different types of population that also we saw, there are 2 different types 

of population.  

 

One study we call it observational study, and another we call it as a designed experiment or 

experimental study as well. So, now, there are again 2 different ways of collecting data. So, there 

are 2 different methods for collecting data or designing an experiment for comparing 2 different 

populations, why can you see the point here different methods, I expected this pain does not 

work in the first go. Second, it needs a second thing.  

 

So, 2 different methods for collecting data so, all designing an experiment for comparing two 

populations, where in one case will be collecting data and the first case of population where we 

are doing observational study in that basically, we will tell that we are collecting data for 



different study. And other case, when the same populations, we are modifying some way by to 

compare the 2 different basically we call it factors that come later. So, that is we are designing an 

experiment this is we are designing an experiment right in the same plot of land.  

 

What we are doing we are diagonally separating the same plot of land in the upper diagonal part 

a portion of the land we are using fertilizer A and a lower diagonal portion we are using fertilizer 

B. So, we are designing an experiment. So, this is one way of collecting data. So that is the 

second question that designing an experiment for comparing two populations. The first one is 

called independent samples, the other one is called dependent or paired samples independent 

samples.  

 

So, independent sample it is very easy to understand you can easily understand like suppose we 

are trying to compare some characteristics of a boy population and a girl population. So, we have 

taken some sample from boy we have taken from some sample from the girl populations. So, that 

is the totally independent sample we are independently we are collecting the samples. Now, the 

example what I have given let me give one more example suppose what am I want to test the 

efficacy of 2 different migraine medicines, so, one is the blue pill, another is the red pill.  

 

2 different one, the migraine medicine is a blue color another is a red color blue pill and the red 

pill. There is a picture also is not it? So, now, there are 2 different ways of comparing these 2 to 

find out the efficacy of discrimination. One way is that I will take a sample from the populations 

and I will take a sample means people who suffers from migraine definitely for them only we 

can use this medicine on them only.  

 

So, among the population of migraine sufferers, we have taken one sample and we have given 

them blue pill and we have taken another sample and we have given that red pill. This way if I 

collect the sample, this is one way of collecting the sample. Another way of collecting the 

sample is that what I have done, so, I have taken from this whole population of migraine 

sufferers I have taken one sample and I have given randomly I have picked from this suppose I 

have collected a sample of 2 n people.  

 



And from this randomly I have picked n people and I told them on the first onset of migraine you 

take blue pill and the second onset, you take the red pill, another and the another and I told them 

on the first onset take the red pill and the second onset of migraine take the blue pill. Again I am 

repeating I have taken a sample of size 2n from this 2n and I randomly picked n people and from 

for this n people I told you on the first onset of migraine when you get a headache severe they 

first take the blue pill.  

 

And then when the second time you get a migraine you take the red pill again for the second we 

have collected 2n out of 2n we have for n we have given this then the for the remaining n for 

what we what I told is there on the first onset you take red on the second onset of your headache 

you take the blue pill then I try to see the effect what I get, these are 2 different way of collecting 

sample one way what I do from the whole populations, I have collected a sample and I have 

given the blue pill another sample I have collected I have given the red pill.  

 

This is one way of collecting samples this way is called independent samples. These are 

independent samples they all are migraine part is a whole population is a migraine suffer people 

and I have taken independent samples other way is that the same subset of people the same 

sample but I have given the pill in a different order. So, this way of collecting sample is called 

dependent or paired sample we will see what is advantage of that we will see visually. Now, let 

us not talk about that. So, this way is called dependent or paired sample.  

 

Why dependent because the same sample we are using for both the drugs is not it? Same all the 

person will be taking the blue pill as well as the red pill. But in the other case, only one sample 

one set of people will be taking the blue pill other set of people will be taking the red pill, so it is 

totally independent, but here it is dependent. So, this type of collecting data it is called dependent 

or paired samples. 
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So now, first we will see for independent samples and we will try to infer on the difference 

between mean, try to compare that mean of 2 different population how we will compare the 

mean of 2 parameters, we will find the difference definitely that is the only way of comparing 2 

means is not it? Whether this one is better or less or equal so, we; are trying to find out the 

difference of these 2 means. So, for two populations, we define the difference between 2 mean 

this is how suppose we define the difference between 2 mean.  

 

For the mean of first population this is the mean of second populations and this μ 1 - μ 2 = d 0. 

So now, so, my null hypothesis I can state is as μ 1 - μ 2 = d 0 and my alternate hypothesis if I 

want those, if suppose if I want to check I want to find out if μ 1 is greater than μ 1 - μ 2 will be 

greater than d 0. If I want to find out μ 2 greater than μ 1 - μ 2 is less than d 0, according to the 

requirement, whichever I want to find out that will be met an alternate hypothesis.  

 

All my condition is that I want to check whether my both the population means are equal then 

my null hypothesis I can also write it as μ 1 - μ 2 = d 0 or I can also write as μ 1 = μ 2, that is my 

null hypothesis. Because then my alternate hypothesis whatever I want to check whether I want 

to check if μ 1 is greater than μ 1 is greater than μ 2 will be the null hypothesis if I want to check 

μ 1 and μ 2 are both are not equal, that is what I want to check.  

 



My alternate hypothesis will be μ 1 not equals to μ 2. Accordingly, we will frame the hypothesis. 

So, the alternate hypothesis as I mentioned can be 2 sided or 1 sided. So, this sample of size n 1 

is randomly selected from the first population and a sample of size n 2 is independently selected 

and drawn from the second both are independently strong, 2 different populations, we are 

randomly we are picking from this and then we are picking from that both are independent of 

each other.  

 

It is not that here we are picking something that is because of that I am picking something here it 

has no dependencies there. So, now, remember for finding out the inference always we have to 

find out the sampling distribution of a statistic, is not it? When we want to infer about a 

difference of 2 means what will be my sampling distribution of what statistics; value mean 

sample means so, my 2 sample mean will be x 1 bar - x 2 bar.  

 

So, I will find out the sampling distribution of x 1 bar - x 2 bar that is my test statistics, my test 

statistics is x 1 bar - x 2 bar. So, I will find out the sampling distribution of this.  
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So, now, there are this as I told you, we are discussing this for independent samples, when the 

samples are independent, we are trying to compare two populations where the populations are 

totally different, it is an observational study basically. So, there are different cases of 

independent samples now independent sample also there are different case. First is variance is 



known, when the variance of the population that means variance of the parent populations are 

known that is one case.  

 

The second case is variance unknown, but we can assume it to be equal variance of the 2 parent 

population, we do not know the variance of the populations, but okay fine, we can assume it to 

be equal. Another third cases variance unknown but not equal. So, under this 3 condition, we will 

see how we can infer the population mean.  
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So, to make inference on the difference of 2 means, as I told you, this is my test statistics. So, 

now, this test statistics X 1 - X 2 bar what it will have X 1 - X 2 bar, it will have a normal 

distribution. So, when it is a question of normal distribution, I will have to describe 2 parameters, 

what are the 2 parameters for normal distribution mean and a variance. So, X 1 bar - X 2 bar will 

have a normal distribution and what will be the mean of X 1 bar mean of that distribution that is 

the sampling distribution.  

 

Mean of the distribution is μ 1 - μ 2 is not it? And variance is σ 1 squared by n 1 σ 1 squared is 

the standard deviation of the first population and σ 2 squared is the standard deviation of the 

second population. So, in case of single population what is my variance? Variance of the 

sampling distribution is σ 2 by n is not it? So, this is my σ 1 2 by n 1 side of the population σ 2 2 



by n 2. So, this statistic has a normal distribution these are a parameter this is the mean this is the 

variance.  

 

So, standard deviation is √ of this. So, now, we will like what we do for single population 

similarly, we can find out the z value corresponding to this. So, how do we find out for a single 

population how do we find out z value remember X bar - μ by σ by √ n this is my z value is not 

it? Similarly here it is where X bar is the mean of the sample. So, now here what is the mean of 

my sample? Mean of my sample is X 1 bar - X 2 bar I am trying to find out the difference of 

means, that is why my mean of the sample is X 1 - X 2 bar.  

 

And what is my μ? Μ is the population mean is not it? So, here what I have hypothesis? I have 

hypothesis that X 1 bar - x 2 bar = d is not it? That means the difference of 2 is the d, d maybe 0 

or -1, +1 whatever it is or maybe any value. So, this is what I have hypothesis? I have hypothesis 

the difference between the two populations is d or if I have hypothesis that can we say that the 

two populations mean are same. In that case d will be 0 here. So, this is the value of σ by √ n.  

 

So, accordingly we will find out the value then we will whatever their significance level is given 

based on the significance level, we will find out the critical region. So, if the z value falls within 

the critical region then, we do not reject the null hypothesis if z value falls in the critical region, 

then we reject the null hypothesis. And even if you are interested in finding out a confidence 

interval data, so, we can find out a confidence interval same method nothing else.  
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So, the confidence interval is x 1 bar - x 2 bar + z α by 2 σ by √ n. So, this is σ by √ n, same 

thing whatever we have done for single populations, same thing we have done for two 

populations, same method updating same there we will just use X bar here we are trying to 

compare 2 different populations. So, it is x 1 bar - x 2 bar.  
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So, this is a small example, a random sample of size n 1 = 25 taken from a normal population 

with a standard divisions σ 1 = 5.2 sample size is given standard deviation of the population is 

given and the mean of the sample is given 81. Similarly, the second random sample size is given 

normal with standard deviation of the second population is given mean of the second population 



is given test the hypothesis that μ 1 = μ 2 against the alternative μ 1 not equals to μ 2 quote a p 

value in your conclusion. So, we just have to give a p value.  
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So, what will be my hypothesis? Hypothesis is William that means, initially what was my 

hypothesis I have seen μ 1 - μ 2 = d here both are test the hypothesis that μ 1 = μ 2 that means, 

what this g is nothing but 0 is not it μ 1 - μ 2 = 0 that means, I can write μ 1 = μ 2. So, my null 

hypothesis is μ 1 = μ 2.  
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And against the alternative μ 1 is not equals to μ 2. So, it is a 2 sided it is a 2 tailed hypothesis 

test given the variances are known, we already it is given. So, therefore, the z statistics so, what 



is this z = X 1 bar - X 2 bar what is this minus d divided by σ by √ n whatever it is σ by √ n is 

this value and d what is d? d is 0 here. So, it is X 1 bar - X 2 bar is 81 - 76 this is 81 this is 76. 

So, we got a z value 4.22.  

 

Now, if you see when we have to give the p value remember when it is 2 tail how we get the p 

value come from corresponding to the z value we find out the probability suppose probability for 

z value 4.22 suppose my probability is say x some probability say x whatever maybe, then my p 

value will be x + x because it is 2 side 2 tail if it is single tail, if the property corresponding to z = 

4.22 is x then my p value is simply x. So, now from the z table, we will have to find out what is 

the probability corresponding to z value 4.22.  
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Now, corresponding to 4.22 in the table, it will see there is no value for that actually it is so less 

less less. Let us see, for z value around 3 point something only this probably becomes point 0000 

something so, for 4.22 it is almost 0, p value is almost 0, that means p value is almost 0 meaning 

what? If you can means z value have 4.22 is somewhere at this point 4.22 somewhere you have 

means it is almost 0 definitely false in a critical region, is not it?  

 

Critical region definitely there has to be some area in the critical region. And almost 0 will be 

definitely in a critical region so null hypothesis is rejected. 
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So, in fact on the z value, we can say a null hypothesis is rejected that means and a null 

hypothesis is rejected alternate hypothesis is accepted μ 1 is not equals to μ 2 in fact the z value 

only we can say z = 4.22 when we are getting z = 4.22. So, it is why we are getting for such a big 

value, that means here when we will get a bit smaller value than 4.22 either when this value is 

big, or this value is big, is not it?  

 

Now, if I need to get a smaller value here, so I need to take my value sorry, if for to get a smaller 

value here either this value should be big or these value should be small 81 - 76 this value should 

be small then I will be getting a what to say smaller value here. So, corresponding to this when I 

got this 4.22 what does it indicate that μ 1 is not equals to μ 2 that is of course true, but then it is 

from here directly we can say this μ 1 is greater than μ 2.  

 

Because it is this here this value we are getting a very bigger value that is why we are getting this 

4.22 from this only we can directly conclude that we do not have to do that it is we just have to 

tell that okay μ 1 not equals to null alternate hypothesis is accepted that is μ 1 not equals to μ 2 

but from the z value you can estimate that μ 1 not equals to μ 2 is that is fine, but, the relation 

between them is that μ 1 is greater than μ 2 from the z value we can see, if we get a very smallest 

z value or in the negative side, then we can take tell the reverse basically.  
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Now, the second case variances are known. So, for single population case when a variance is 

unknown what we do remember when the variance is unknown, and we try to infer the meaning 

of a single population, then directly we use t distribution where in t distribution instead of σ we 

use S is not it? S that is the standard deviation of the sample because we can calculate the sample 

standard division is not it? So, since we have instead of σ we have S so, we could not use the z 

distribution rather we use a different distribution.  

 

That is a t distribution which is very similar to normal but has a fatter tail. And what is the 

parameter t distribution has only one parameter that is the degree of freedom what is the degree 

of freedom? Degrees of freedom; is the sample size minus 1 that is the degrees of freedom. So, 

now, here also variance is not known, we are trying to compare 2 different population and a 

variance is not known. So, if the variance is not known like for a single population case we can 

very well use the S 1 instead of σ 1 2 σ 2 2.  

 

We can very well use S 1 2 and S 2 2. So, can we really use t distribution using the 2 variance 

estimate S 1 2 S 2 2 that is that may be one question in your mind is not it? But, there is one 

problem to it what is that before coming to the solution what is the problem to it in a t 

distribution we have seen that we have only one degrees of freedom like an F distribution, 

remember, we have 2 degrees of freedom like in t distribution there is only one degrees of 

freedom, but here we are trying to compare 2 different populations 2 different.  



 

So, we are taking 2 different samples the sample sizes may be different may be same maybe 

different, but there are 2 different samples. So, that means 2 different samples. So, we will have 

2 degrees of freedom, but t has just one degrees of freedom. So, then how can we use t 

distribution or we cannot use z distribution also then how we will compare the population mean 

of 2 different populations when the variance is unknown. So, what is the solution basically?  

 

So, what we have to do is that one way that we need to assume that the two population variances 

are equal, and find an estimate of the variance. What we will do in that case, we will assume that, 

we are the two population’s variances, are equal and from that we will try to find the estimate of 

that variance. But now, the question is why should we assume that a two population variances 

are equal? That is something very odd right why should we assume that the two population 

variances are equal it may not be equal?  

 

Yes, it may not be equal it is true that I will come but usually when we are trying to compare 2 

different populations, we will differ definitely never try to compare apples and oranges is not it? 

When we are trying to compare 2 different populations, these 2 different populations are very 

much similar that is only we are comparing is not it like apple and potato we will not compare 

these two populations are very similar. That is why we are comparing when we are comparing 2 

similar type of population it is not very unnatural.  

 

If we assume that the population variances are equal. But of course, it may not be equal that is 

that does not mean that two populations are similar, that means the variance will be equal it is 

not very, it is not always true that the population variances are equal. That will happen we will 

see again. Now for the time being let us, assume that we will assume that the two population’s 

variances are equal. And we will find an estimate of that variance.  
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So, how will find an estimate of that variance? Very easy, we will just take the weighted mean. 

The estimate of a common variance from 2 independent samples is simply the weighted mean of 

the 2 individual variances estimate. Simply we will take the weighted mean variance of one 

sample whatever is the weight; weight is based on the sample size variance of the other sample it 

is again weighted based on a sample size divided by the whole sample size.  

 

So, this is let me call it as a S p 2 what is S p 2 so n 1 - 1 s 1 2 s 1 squared is the variance of the 

first sample s 2 squares the variance of the other sample that is n 2 - 1 is that multiplying it by the 

sample size to give the weighted value and we are dividing it by this n 1 - 1 + n 2 - 1, this will 

give me this is called a pooled variance estimate. We are pulling 2 variants together and trying to 

find out an estimate, we are pulling 2 variances together 2 variants means parents of both a 

sample and we are trying to find out a common variance.  

 

So, this is called as a pooled variance estimate S p 2. So, pooled variance now we can use this 

pooled variance estimate in the t distribution and is what will be this pooled variance estimate 

what will be the degrees of freedom for that t distribution only using t distribution we will have 

to have a degree of freedom so it is 0 degree of freedom will be n 1 + n 2 - 2, so, in the same t 

distribution formula remember X bar - μ 0, X bar - μ whatever it is μ is the population mean then 

divided by s 1 / S S / √ n, is not it?  

 



So, said same as x 1 bar - x 2 bar - d 0, but may be d 0 will be 0 or any value then this is the 

pooled variance estimator during the t formula what we use x bar - μ / S / √ n this is the formula 

for t distribution for single population now, instead of x bar - μ instead of μ that means the 

population mean so, population mean we have what did that is the hypothesis value my 

hypothesis value is d 0 difference of 2 means is d 0 and S What is my S? S is this, this whole 

value.  

 

So, this whole value divided by the various populations sample size the here I am dividing by √ n 

this is a sample size. So, here what is the 1 / n 1 + 1 / n 2 it is very similar to the z distribution 

what we have used see here see here and z distribution σ 1 2 / n 1 + σ 2 2 / n 2 remember. So, 

similarly here we are using S p 2 S p 2 S p bringing it out so, 1 / n 1 + 1 / n 2 under that.  

 

So, this is how we will calculate the t value now, we will find out same like previous if it falls in 

a critical region we reject the null hypothesis if it does not fall in the critical region either we 

accept the null hypothesis or we will tell that we fail to reject the null hypothesis.  
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So, this to compare the mean of 2 different populations is unknown variance but we can be 

considered equal the corresponding test statistics is called pooled t test. So, this test is not a 

simple t test, we do not call it a simple we call it a pooled t test, because we are trying to find out 

the pooled estimate of the 2 variance. It is also sometimes called t test but its actual name is 



pooled t test does a different t test paired t test. So, the difference between 2 pair t tests and pool t 

test paired t tests I will come to that. So, this t test called pooled t test.  

 

And this statistics the t value using this S p we are calculating the test that is test t using the 

pooled variance that is S p the statistics is called pooled t statistics. So, similarly, we can find a 

confidence interval as well same matter nothing else nothing no difference at all. So, what is the 

degrees of freedom will be n 1 + n 2 - 2. So, this is how we will find out confidence interval.  
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So, one simple example the example problem looks bigger with lot many text in it, but it is a 

very simple example, if you go through it carefully you will find is a very simple example an 

experiment was performed to compare the abrasive wear of 2 different laminated metrics, we 

have to compare the abrasive wear of 2 different laminated materials. So, what we have taken we 

have taken 12 pieces of material 1. So, for sample size measurements n 1 = 12 and we test it by 

exposing each piece to machine measuring wear.  

 

To a machine measuring were we are trying to measure to wear, is not it? Abrasive wear then 10 

pieces of material 2 from that means my n 2 was 10 were similarly tested in each case the depth 

of the wear observed the sample of material one from the sample of material 1 we have taken 10 

sample given average wear of 85 units average we have got from all the samples I got a certain 



wear to try to find out the mean I got an average of 85 units with a sample standard deviation of 

4.  

 

While the sample of material 2 give an average of 81 with a sample standard deviation of 5 mind 

it the population standard deviation is not given can we conclude that 0.05 level of significance 

that I have received where a material 1 exceeds that of material 2 by more than 2 units. So, from 

the sample whatever value you get for selling the sample first sample sizes given mean of the 

sample is given then standard deviation of the sample is given. So, the sample is given.  

 

Now, from this value can we conclude that with 0.05 level of significance. Significance level is 

by person with that significance level can I conclude that abrasive wear of material 1 exceeds 

that of material 2 buy more than 2 units, Assume the population to be approximately normal with 

equal variance. So, we are assuming that the population is approximately normal and has equal 

variance because the variances are not given. So, we will have to come we are assuming that the 

variances are equal.  
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So, μ 1 is the population mean; these are the different think. So, now, what is us sorry I should 

have come here only can we that abrasive wear material 1 exceeds that of material 2 by more 

than 2 units can we conclude that it is it exceeds more than 2 units. If that is the case, then what 

will be my null hypothesis null hypothesis is this abrasive wear of both the unit different both the 



units is 2 and we want to test what we have to test whether it is more than 2 that is greater than 2. 

So, this is my null hypothesis.  

 

This is my alternate hypothesis with a one tailed test. So, α is equals to 0.5 means we will 

consider 0.5 only one tail only. So, will that means for confidence interval will not find out α by 

2 and even if we have to find out the p value we will not sum it up twice we will just use once. 

So, α is sorry α is not 0.5 it is 0.05. This is 0.05 level it is given 5 person. It is variance of both 

the population are equal it is assumed so we will have to find out what is the corresponding full 

variance estimate.  

 

That means we will have to find out the S p 2. Here also does so, based on α is equals to 0.05 If 

you see the t table and for finger what to say what is the degrees of freedom? Degrees of freedom 

will be n 1 + n 2 - 2 we will see that this is the value computed n 1 + n 2 - 2 this is the degrees of 

freedom. So, what is n 1? n 1 is 12, 12 + 10 - 2. So, it is for degrees of freedom 20 if you see in a 

table for α = 0.05 not 0.5 we will get the value 1.725 that means, if a t statistic value if it is 

greater than 1.725 then we will reject the null hypothesis.  
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So, S p we will calculate because standard deviation of both the samples are given we can 

calculate the S p. So, from here we will calculate the t value same formula everything same will 

calculate the t value t value we got 1.04. That means initially what is the rejection region greater 



than 1.725. Now, we got 1.04 that means it is not in the rejection region. So, null hypothesis is 

not rejected we are unable to conclude that a difference of the 2 abrasive wear between the 2 

materials is more than 2 units we are unable to conclude that it is more than 2 units.  

 

This is one way of telling another way of telling us that no it is different is that it is equals to 2 

unit that means we accepting the null hypothesis as I already mentioned, we are when we are 

rejecting the null hypothesis it is definitely we accepting the alternate hypothesis, but when we 

are not rejecting the null hypothesis there can be 2 things one is we are accepting the null 

hypothesis or we are telling that we are unable to reject the null hypothesis.  

 

When we are telling we are unable to reject the null hypothesis means there is still scope for 

further experimentation to find out whether whatever result we got is correct or not. Because 

why we are trying we are testing it because some doubt has come to our mind is not it? That why 

only we are testing it. So, in this result, we found that our doubt is illogical, but then again if a 

probability p value is very less than we make do the experiment again.  
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So, now how to handle the variance inequality? The trick is that all variance known, another is 

variance unknown, but can be assumed as equal, another is when the variance is unknown, but 

not equal. So, one way is by making transformation on the data transformation on the data 

means, like there are some cases when what happens when we are trying to compare 2 different 



types of populations, the population in fact seen that when a mean is more accordingly the 

variance is also more.  

 

So, maybe, when we try to compare the 2 different variance, maybe they are same only, but then 

this one sample is mean is only more the size of the things we are comparing suppose some 2 

different forest we are trying to compare in one different forest there are some trees are a very 

small size and other different forest the trees are bigger size, then what happens maybe the 

variance in both the population may be same.  

 

But what happens in the forest where the size of trees are more, that means it mean we will be 

more mean is more usually since the variance is also more here, the mean is small variance is 

also small. But in that case, if you so you can tell that there are two population variances 

different that may be wrong. So in this case, is what we can do, we can transform the data, 

maybe we will transform the population data of the where the; what to say trees are a bigger size.  

 

And but we can do transformation means we can say we can do some log transformation, and 

then we can do the test then if we find a variance equal than equal, if not equal, they are not 

equal. That is one way. And another way is when both n 1 and n 2 are large over 30 we can 

assume a normal distribution as well. As I told you remember in the first one, we are talking t 

distribution for when the sample size is bigger t distribution can be estimated by normal 

distribution as well.  

 

So, when the sample size is bigger, instead of t distribution, we can use a normal distribution 

normal distribution is pool, is not it? We do not have to worry about that. So, if the either sample 

size is not large, and if the data comes from approximately normally distributed population, a 

reasonable and conservative approximation is to use the degrees of freedom for the smaller 

sample. If the population is the data comes from approximately normal distribution only we 

know the population is almost normal only.  

 



Then what happens even if the sample size is not large, then still we will use t distribution but in 

t distribution, we have to use only one degree of freedom. So, here what we can use we can use 

the degrees of freedom of the smaller sample this is also one way.  
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So, in this lecture what we have seen we have learn specific techniques for comparing 2 different 

populations. We have also seen different methods for collecting data for comparison of two 

populations, we have seen 2 different methods one is independent sample one is dependent 

sample next we have discussed method for inference of means for two population considering 

the different fact the population variance may be known may be unknown what happens if it is 

unknown? Can we assume it equal if it is equal then what a case if it is not equal then what is the 

case? 
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So, with that I end this lecture. Thank you. Thank you guys. 


