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Lecture - 12
Continuous Probability Distributions (Part 1)
Hello everyone, so in continuation of our discussion of probability distribution, today, we
will be discussing continuous probability distribution. Last few classes, we have discussed
discrete probability distribution, as well as we have done some tutorials also on the discrete
probability distribution. Now, we will be discussing continuous probability distribution, this

continuous probability distribution, | will be taking 2 lectures for it.

In the first lecture, we will be covering around 3 continuous probability distribution, and
other 3 I will be covering in the next lecture, followed by a tutorial class.
(Refer Slide Time: 01:01)

Concepts Covered

® Uniform distributions
® Normal distributions

® Standard normal distributions
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So in this lecture, | will be covering uniform distribution, normal distribution, and standard
normal distribution.
(Refer Slide Time: 01:07)
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Continuous Probability Distributions

Discrete Probability Distribution Continuous Probability Distribution
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Now, before coveg going to uniform distribution, let us first take a quick recap of what we
have learned of discrete probability distribution, the left side figure so the discrete probability
distribution remember how like, we can express a discrete probability distribution in the form
of a tabular form, in the form of a graph, as well as in the form of expression, the figure here

shows that we have expressed the discrete probably distribution in the form of a figure.

So now, can you remember what figure is this? It is a bar chart so where, why how | can
distinguish that it is a bar chart, not an histogram, because in a histogram, there will not be
any gap between the this rectangles, let me take the pen, and then I will be showing you. So
can you see this gap? This gap in a histogram, this gap will not be there basically, they will
not be this gaps, it will be just close together.

Because the width of this rectangle in a histogram, it refers to the in the range of the values.
So we cannot put any gap in between 2 rectangles, so this directly shows that is a bar chart.
Anyway, that is not a main concern, main concern is here and trying just trying to say you
how we basically can have a figure of a discrete probability distribution. Similarly, for

continuous probability distribution, the figure is in a continuous curve.

So here we see this is a continuous curve. So in this continuous probability distribution, the
figure is basically a continuous curve. So now, the thing is that first, again, | will just, we will
just go back a bit and we will see what was f(x) in case of a discrete probability distribution,

what was f(x)? f(x) is the probability of the random variable X, the probability that X takes



that a random variable X takes that is f(x), so value of f(x) cannot be greater than 1, it cannot
be less than 0. So f(x) has to be between 0 and 1.

That is the case in case of discrete probability distribution. But in case of continuous
probability distribution, I have already mentioned if you can remember, of course, f(x) cannot
be less than 0, it has to be greater or equal to 0, but f(x) can be greater than 1 also, because
here f(x) does not denote the probability it is here f(x) is a density function how uch the

probability concentration is there in it within a certain interval.

When you want to find out the probability in for continuous, we will have to find out the area
within that interval. Suppose | am considering this area suppose this area, so this area, | will
have to find out the area of this area, | have to find out the area of this region. Suppose this is
a this is b, I will have to find out the area of this region to find out the probability at this
point. Sorry, it cannot be found when speaking of continuous probability distribution, it will

never be at a single point.

| already mentioned that probability or a single point is equals to 0, it is almost equals to 0.
So when we talk about probability and continuous domain, it has to be within an interval,
maybe a very small interval, maybe a bigger interval. And, of course, for a random variable
for the function to satisfy a continuous probability distribution rather, I should say function to
satisfy a probability density function, we can say it is a probability density function, when it
satisfies 2 of the properties if you remember.
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Properties of Probability Density Function

The function f(x)is a probability density function for the continuous random variable X,
defined over the set of real numbers R, if
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| am just putting it here again, it will it is called the probability density function. The first
condition is that it f(x) will be greater than equal to O and integration of f(x) from all the
range from - oo to + oo it should be equal to 1 these are the 2 conditions. So, now if | want to
find out the probability between 2 values that a and b in the figure it is given this a and b.

So how we can find out it is just the integration of f(x) within the value a to b that is how we
do in continuous random variables when the variable is continuous. So, for finding out the p
and that is the mean and the variance mean or | should say the expected value on the
variance, that is same as what we have done for discrete probability distribution, but instead
of summation here they are, we have used summation here we will be using Juf(x) | x f(x)
and for o this | (x — p)? f(x).

It is the same just summation get replaced by integration because here we are concerned of

the forula, the area within that range. So, we will be basically integrating it.

(Refer Slide Time: 05:39i

Continuous Uniform Distribution

One of the simplest continuous distribution in all of statistics is the continuous
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Definition: Continuous Uniform Distribution

The density function of the continuous uniform random variable X on the interval
[A.B]is:

1
f:AB)={B-A
0

A<x<B
Otherwise

nnnnn

So, one of the simplest continuous probability distribution is the uniform distribution. So, we

talk about uniform distribution, where the probability at each point is same.
(Refer Slide Time: 05:55)
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Properties of Continuous Uniform Distribution

Of, flx)dx = = x (B~ 4) =1

OP(c<x<d)= :%: (where both ¢ and d are in the interval [A.B])
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So, basically, if I can tII you about the graph of a probability continuous uniform distribution
that will be this sort of a graph here. So, we are trying to find out within the range the A to B,
so, this is the graph here. So, it is equal probable in all the areas and of course, since it is a
probability distribution, so, some Jf(x) would be equals to 1. So, if | f(x) = 1 so, what will be
the probability of this probability of any value means probability in this range what is the
probability it will be 1/ B - A is not it?

So, probability will so my f(x) will be as what it is given here f(x) will be 1 / B - A directly
we can get ¢ since the area if we find out the area of this whole rectangle area of the rectangle
is what? Length x breadth if now my this is my | have to find out my probability in this area
this whole area has to be 1. So, what it will be to when will | get 1 because my total length is
B - A that means, to get it one my | have to pltiply it 1 by B - A that directly gives me the
probability is not it?

That | should not say probability that directly give me the density function that is f(x) it is not
probability mind it that is the f(x) so, my f(x)is1/B - A, 1/ B - A from the range X ranging
from A to B and in other areas it is 0. So, now, if we are interested in finding out any value
within this range suppose we are interested in finding out what is the probability in this range
c to d. So, what will be the probability in this range ¢ to d what is my length of this area?

Length of these areas this d - c. So, d - ¢ into what is my probability density function density
functionis 1/ B - A. So my probability become d - ¢/ B - A. So, that is the probability within
the range c to d probability always in continuous only distribution and 1 am repeating it again



when we talk about continuous probability distribution, the probability is always within an

interval we do not talk of a single point.

So, here by using the forula same forula integration of x f(x) for expected value, we will be
getting A + B / 2 for ¢ 2 we will be getting B - A / 2 where B and A are the range of the
random variable where X is a random variable X random variable can take value within the
range of A to B.

(Refer Slide Time: 08:36)

Continuous Uniform Distribution — Example 1

Suppose that a large conference room at a certain company can be reserved for no
more than 4 hours. Both long and short conferences occur quite often. In fact, it can
be assumed that the length X of a conference has a uniform distribution on the
interval 0, 4]. )

3) What s the probabllity ¢

) The appropriate density function for the uniformly distributed random variable X in this
0<xs4
0, elsewhere

1
situation s f(x) = IZ‘

b) Ple23) = fde=§
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Now, one example to illustrate our continuous uniform distribution remember the uniform

distribution we had it for discrete also similar, we have in uniform distribution both for
discrete and continuous. Now, coming to this example, see this example if you go to the
example you will find it is very easily what it is given. Suppose that a large conference room

at a certain company can be reserved for no more than 4 hours.

The large conference room we cannot book it for more than 4 hours. That means my value of
my random variable, it ranges from maxium 0 to 4 booking cannot be negative, though, when
it our continuous probability distribution. So, it can be - « to + oo but here booking cannot be
negative so, it will be from 0 to 4 rest every all other places have a random variable the

probability of the density function will take the value 0.

So, then both long and short conference can occur quite often. In fact, it can be assumed that
the length X of a conference has any form distribution on the interval 0 to 4. It is specified

that the length X where X is a random variable, X is a uniform distribution in the range of 0



to 4. If the X has a uniform distribution in the range 0 to 4. Then what is the probability

density function that means what is my f(x)? My f(x) =1/ 4 is not it?

1 by 4 -0, | have to find it from this range, this is O, this is 4, this is my range. So my
probability density function will be 1 /4 - 0 that is 1 / 4. So that is my f(x), so first question
what is the probability density function that is all it is 1 by 4 from which range from 0 to 4
and rest are all other area, what is the range? It is 0, what is the probability density function

other than this range, that is from 0 to 4, it is 0.

That is how we define the density function. See here, the density function it is 1 by 4 from 0
is elsewhere from x ranging from O to 4 and O, it is elsewhere. Now, what is the next
question? What is the probability that any given conference last at least 3 hours? So it is
given that any given conference last at least 3 hours so that means my random variable will
go from 3 and above? So | will integrate it from 3 to 4 so that is a p(x) >= 3 at simple
integration from 3 to 4 1 before dx, that is all that is very easy problem.
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Normal Distribution

The most often used continuous probability distribution is the Normal

1 Gistibution or Gaussian distribution. A
L

2 Itsgraph called the normal curve is the bell-shaped curve.

Q-

Example: Meteorological experiments, rainfall studies and

4 measurement of manufacturing parts etc.

56

Now, we will discuss the next important distribution that is normal distribution is also
Gaussian distribution this is a very important distribution in the sense that this distribution is
it has wide application you can see this application of this in nature you can see application of
design industry, research, business many places, you can see this application of this normal

distribution this distribution was discovered by one professor,



Professor Carl Gauss, that is why by his name it is this distribution is also called Gaussian
distribution and this distribution it has a basically a bell shaped. So, this is called a bell
shaped curve, and describes any phenomenon on that occurs in nature industry and research.
Some of the example is metrological example rainfall studies, measurements of

manufacturing parts, etc.

Let me tell you, what made this professor Gauss to discover this distribution actually, he was
trying to measure the movement of celestial body more he was trying to measure a moment
of celestial body again and again of one celestial body, he was trying to measure and its
moment on each measurement, he was getting different, different value. So, when he was

trying to see there is an error in each measurement.

He saw that it fits into a distribution that distribution that he has come up with this
distribution based on his error and measurement that is this bell shaped distribution that is a

Gaussian distribution.
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Formulation of Normal Distribution

The graph of the probability distribution of the normal variable depends upon the
two parameters 4 and g, its mean and standard deviation.

when we talk about distribution, there are a few parameters which specify a distribution
likewise, uniform distribution also we saw the parameters that describe the uniform

distributions are p and variants p and c. So, o if | tell ¢ is a standard deviation like.

Similarly, for normal distributions, the parameters that are u and o here also when p is the

mean, and o is the standard deviation, let me tell it in a different way actually, when we talk



about distribution and distribution are characterized by a few parameters, which are called
maybe scale parameter, shape parameter, location parameter. So, instead of telling as p or

standard deviation, that a parameter is defined by scale, what is the scale of the distribution?

So, then parameter is defined by the location where it is centered? Basically the expected
value the u, where it is centered, that is the location then we have called something called a
shape parameter, what is the shape of the distribution? Shape of the distribution like as I
talked about discrete probability distribution, I told you we are not very uch concerned about

the state of the distribution while talking about discrete probability distribution.

Actually, we do not bother that uch of what to say. But in case of continuous probability
distribution, when we are talking about the distribution of a continuous random variable,
shape plays an important role. So, there is a shape parameter as well. Now, this parameters,
these are also called moment there, | have not kept it in a slide because this is you do not

need to consider as a part of this course.

But for your knowledge for your information, I am just telling this we can also call the
moments there are different moments which characterize the distribution, the first moment is
the expected value that is the mean that is the location. Then the second moment is the scale
parameter that is the standard deviation that is the spread how spread out my distribution is

what the variants gives how spread out is.

So, that is the second moment then third moment is symmetric, how symmetrical is my
distribution, whether it is skewed towards left it is skewed towards right or it is centered it is
symmetrical to the mean. So, that is the third, what to say third moment, then fourth moment
is the kurtosis, kurtosis gave the peakedness of the distribution and that is the height of the

distribution.

So, these are the there are many other moments over these 4 moments are very necessary to
describe characterize the distribution, but we will not go on discuss the moments here, but we
will just stick to the parameters which are necessary to describe a distribution. So, talking of
normal distributions, the parameters that describe a normal distribution basically, it is the
mean and a ¢ mean is the location parameter and o is the scale parameter here we do not have

shape parameter why?



We do not have shape parameter because when we talk about normal distribution, normal
distribution just has 1 shape that is the bell shaped just this one same. So, we do not have a
special parameter to differentiate that different shapes geometric since normal distribution
has this one set no point. So, normal distribution has this 2 parameter that is u and o it is also
called the location parameter as well as the scale parameter.

(Refer Slide Time: 16:23)

Formulation of Normal Distribution

The mathematical equation for the probability distribution of the normal variable
depends upon the two parameters  and g, its mean and standard deviation,

Formula: Normal Distribution

The density of the normal variable x with mean p and variance o is

x)
f(x) .#,-"’"'I,,; ~n<x<w

——————————————————

where 1t = 3.14159...and ¢ = 2.71828......, the Naperian constant

Now, this is the probability density function for the normal random variable if x is a normal
random variable. So, this is the density function like for uniform distribution, what is the
density function? Density function is the f (x) =1/ B - A where x range from B to A here x
ranging from minus infinity to plus infinity my f (x) is this particular expression. Now, | will

come to this expression again.

(Refer Slide Time: 17:06i

Bell Curves
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But before that, let us see some shapes of the normal distribution like here you can see
different bell curve first one you see where it my ¢ 1 = ¢ 2 both you have seen here we have
seen 2 bell curve where o is same for both that case, but that means there my spread is same,
but the location is different one location is p 1 the another location is p 2 you see how it is,

then you see this one here the location is same that is ul = p 2.

But both the scale is different for where here what is ¢ 1 is smaller than ¢ 2, ¢ 2 is more that
is it is more spread out. Similarly, here we see the third one where p 1 islessthanp2and o 1
is less than o 2 this this type of figure we basically get for different values of p and o.

(Refer Slide Time: 18:00)

Properties of Normal Distribution

Properties of Normal D

O g

So, now, for the normal distribution what the properties are the curve is symmetric about the

vertical axis through the mean p the curve is symmetric to the mean p whatever may be the
mean if this is my mean suppose, this is my y axis suppose this is my mean my curve is
symmetric towards the mean and we also know what is mode see the mode is the point which
is the point in the horizontal axis where the curve is maxipm in a normal distribution curve as

maxium mean at the expected value at p.

So, mode is also p here and at normal distribution my median is also p here means what is
median? At median 50% of the world's population falls in the left of the median with under
50% falls to the right of the median. So, here a normal distribution p is also the median also
in a normal distribution mean is equals to mode is equals to mean this is a very important
characteristics please remember.



The total area under the curve of course, it has to be 1 in any continuous probability
distribution we have seen f(x) gives the shape of the curve and the total area under the curve
is equals to 1 that is why it we integrate f(x) from integration from minus infinity to plus
infinity we get 1. So, this is the integration we get this is this whole is equals to 1. So, now

what is pu? p is integration x f(x) and o? is integration (x - p)? and f(x).

Just put it into value and then we have to simplify. So, if we are interested in finding out what
is the probability in this range x 1 to x 2 it is given here. If you want to find out what is the
probability within this interval x 1 to x 2, just we have to integrate the f(x) value, whatever
f(x) expression we have, we have to integrate f(x) from x 1 to x 2. Now see the problem here,

when we are interested in finding the probability of this range x 1 to x 2.

Maybe any other range whatever range maybe we find you are interested in finding out the
probability, then see, we will have to evaluate this expression, for this particular range
evaluating this expression is not a very easy task we will have to do this is a complex
integration solving this complex integration again and again for when trying to find out a

probability of any interval it is a tedious job.

So, this job is made easy it can be | should say it can be made easy if we have a standard
lookup table like what we see in the binomial distribution, I assume | told you that we have a
table | also showed you remember similarly, if we can have a lookup table, then instead of
doing this computing disintegration again and again we can refer to the table and we can

come to the value that will be very easy.

So, now, the problem is that how many tables will have because this value this expression
will have different values for different u and different ¢ square my mean and o can be
anything, it can be any value mean can be starting from 1, 2, 3, 4y 1 it can be 0, so, it can be
any value, even o also it can be any value, so, we will have to have different tables for

different values, is not it? So, that is not possible.

So, it is not really not impossible to have a normal table for such a case, but there is a rescue
when we can the rescue is that we can transform this normal random variable, we can

transform this normal random variable to is z distribution it is called z distribution and under



corresponding distribution is called standard normal distribution, how when we can transform

this x to z distribution what happens then our mean is always 0 and a variance is 1.

So, that means, if we have a table for mean 0 and variance 1 for different probability values,
then it is very pch visible we can have that we can look up the table. So, there are standard
lookup table where we can find the value of the normal distribution, but this random variable,
normal random variable first we have to convert it to z value. So, now once we can convert it
to z value there are its corresponding distribution of z value has a mean of 0 and variance of
1.

(Refer Slide Time: 22:36)

Standard Normal Distribution

Properties of Normal Distribution
© The calculation of P(xy < x < xy) is computationally complex,
© To avoid this difficulty, the concept of 2 = transfarmation is followed,

© Z = Transformation is defined 88 Z = X;ﬂ“

: A
@ X: Normal distribution with mean  and variance 0%, e,
© Z: Sndard normal distribution with mean g = 0 and variance 0% = 1, Y
© Therefoe ifX ssumes  valuex,the comesponding valueof s given by 2 = 2= db_ 14
1 /3 -é(l-‘l)a b\
f(pu0): P(x,<x<xz)-mf:‘¢ M gy z |
e Je e
'F“:! dz
jrie e ,-ﬂ(-

=POI,<Z<l;)

So, this is just how we can convert this z to x normal random variable x to z this is the forula

z =X - pn by o. So, we need to convert x our random variable is x is not it? We need to convert
X to z how we will convert, so, z = x - p by . So, what we got is a z distribution or it is also
called standard normal distribution, it has a mean of 0, always, its mean will be 0, this is the y

axis, it will always mean will be 0 and standard deviation is 1.

So, we need just a couple of lookup tables with mean 0 and standard deviation 1, but having
different because the probability might be different, is not it? So, for the different probability
of occurrence, we can have different tables that is all. So, we will see some examples. So, that
is what, see here remember this was the expression for f(x) if we are interested in finding out

the values between in the interval x 1 to x 2 so, this was our expression.



Now, what we have taken we have taken z = x - p by o is not it? Now what will be dz? dz is
equals to what? 1 by o dx sorry 1 by o dx, this is dx 1 by ¢ dx that is dz. So, here in this if |
can substitute x - p by o square x - p whole square by o square this ¢ square is here if I can
substitute by z and then substitute in dx by ¢ this dz so, I will be getting this and this value |
can get it from the table but again one more thing there is one more point to that the table has

the cuplative value.

The table what we will see like in binomial distribution, binomial distribution table had the
cuulative value. Cuplative probability distribution function values Similarly, here also normal
table it has the cuplative distribution value. So, cuplative means | will have the value say
from minus infinity to a particular value set to a particular value. So, z whatever is z and this
expression e ~ Y222 dz this value will get it from the table. So, once we can get the value from
the table our job is done.

(Refer Slide Time: 25:25)

The distribution of a normal random variable with mean 0 and variance 1 is called a standard

.

mal distribution and

®
That is what the shows the difference between the standard nor

normal distribution what I have already discussed.
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Standard Normal Table / The Z Table

Z 0 001 002 003 004 005 006 007 008 009 2= 2N
00 05 0504 0508 0512 0516 05199 05239 05279 05319 05359 noeenty= M
01 0539 05438 05478 05517 05557 08596 05636 05675 05714 05753 Shaded area
02 05793 05832 05871 0591 05948 05987 06026 06064 06103 06141 '
03 06179 06217 06255 06293 06331 06368 06406 06443 0648 06517
04 06554 06591 06628 06664 067 (OGI6 06772 06808 06844 06870 W
05 06915 0695 06985 07019 07054 07088 07123 07157 0719 07  Area = P(Z < Yosiﬁ 8531
05 0757 071 0724 0TS 079 07 0754 0786 07 O3k T
07 0758 07611 07642 07673 07704 07734 07764 07794 07823 07852
08 07881 0791 07939 0797 07995 0B023 08051 08078 08106 08133
09 08150 08186 08212 08238 08264 0A29 08315 0834 08365 08389
1§ 08 08 OmEl 0MES 08508 08554 08577 08599 08621
11 08643 08665 08686 08708 08729 ORI 0877 0879 0881 0883

Now, see how we canlok up the table see a table, this is the table suppose in the figure see
in this figure there was some x | have found out from what is this z = X - u / ¢ by substituting
u and o value suppose | got my value of z as 1.05. Now, | will have to find out the probability
corresponding to that means probability corresponding to 1.5 means integration of this value

from - oo to a particular value.

So, whatever the to this value of z that is 1.05. As | told you it always gives the cuplative
value. So, how do I look the table see here is so, in the vertical you will see this is z value
vertical and horizontal both are z value how we find in a vertical you see this yellow colour
this is 1 I need 1.05. So, this is 1 this is 0.05 so, that is total together is 1.05 and where it
meets this is my probability 0.8531.

So, if as | told you standard normal distribution median is 0. So, this is O if this is the curve
this is 0, so, 1.05 that will be 1.05 it will be to the towards the right of 0. So, this is my z
value 1.05 and what is this area? This area is basically the probability that my value will lie in
this range this area is nothing but the probability so, this area is 0.8531. This is how we look
under the table. In the tutorial class we will be doing here also, of course, we will be doing
some problem material first we will be doing more problems and things will be more clear.
(Refer Slide Time: 27:21)
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Standard Normal Distribution—Example 2

Given a standard normal distribution, find the area under the curve that lies
a) totherightofZ = 1.84and
) betweenZ = ~197andZ = 086

Then say given a standard normal distribution find the area under curve that lies to the right
of z=1.84.

(Refer Slide Time: 27:30i

Standard Normal Distribution—Example 2

2 0 o0 om 00 (004, 005 006 007 008 003 Given a standard normal distribution, find [
00 05 0504 0508 0512 0816 052 054 058 0532 053% mmundmhmmm
01 054 05 0S4 0552 035 036 034 0568 051 0575 Kol totherightolZ = 184and

02 0579 0583 0587 0591 0895 0599 0603 0606 061 0614 LW :

03 0618 0622 0626 0629 063 0637 0641 064 0648 0652 B L =L ns = 0%
04 0655 0659 0663 0666 067 | 0674 0677 0681 0684 0688

05 0692 0695 0699 0702 0705 0709 0712 0716 0719 072 2&

I ] I I 1 ] [l ] I | '

' ] ' ' 1 ' 1 | ' 1 '

16 0945 0946 0947 0948 095 0951 0952 0953 0954 0955 )

17 0955 095 0957 0958 0859 036 0961 0962 0963 0963

f_‘—'
u/m 0965 0966 0966 0968 0969 0969 097 087 [ P(Z < 184) = 0.967
19 0971 0972 0973 0973 0974 0975 0976 0976 0977

a-) P(Z>184) = 1~ P(Z < 184) = 1 - 0967 = 0,033

To the right of z = 1.84 so, right of that is was to 1.84 means, if this is my curve z = 1.84
because this is 0 my z value will be somewhere here 1.84 right means | need to find out this
area. So, what but what my graph will give my table will give? My table will give this area

left of this table is the cuplative it will start on cuplative means from minus infinity to 1.84.

I will get this value, but I need this value that means one minus of that I will be getting this
value right. So, here you see, so, it is 1.84 this is 1.8 and 0.04 will make it 1.84. So, | got this
is the value then one minus of that is whatever value | needed.

(Refer Slide Time: 28:26)
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Standard Normal Distribution—Example 2

Z 0 001 002 003 004 005 006 007 008 0M Given  standard normal distribution, find [J
00 05 0504 0508 0512 0516 05199 05239 05279 05319 05359 M- the areaunder the curve that lies >

01 0539 03438 05478 0SS17 05557 055% (086 05675 057 05753 R L fightof 2= 184and

02 05793 05832 05871 0591 05948 0.5987 06026 0.6064 06103 06141

03 06179 06217 06255 06293 06331 06368 0.6406 06443 0648 06517 b betweenZ = ~1.97and 7 = 086
04 06554 06591 06628 06664 067 06736 D672 06808 06844 06879
05 06915 0695 06385 07019 0.7054 07088 07123 07157 0719 07224
06 07257 07291 07324 07357 07389 0.7422 07454 07486 07517 0.7549
07 0758 07611 07642 07673 0.7704 07734 07764 07754 0.7823 07852
08 07881 0791 07939 07967 07995 0.8023 [N 08078 0106 08133
09 08159 08186 08212 08238 08264 05289 08315 0834 08365 08389
10 08413 08438 08461 05485 08508 08531 OMSSA 08577 08599 08621
11 08643 08665 08686 08708 08720 08749 0877 0870 0881 0883

P(Z < 086) = 0.8051 |

a) P(Z>184)=1~P(Z<184)=1~0967 = 0.023
b} Here, P(Z < 0.86) = 0.8051

Similarly between z = - 1.97 and z = 0.86. So, it is asking between z = 1.97 and 0.86 how we
will do here suppose let me take the table then it will be better.
(Refer Slide Time: 28:51
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So, it is asking some minus one point | do not remember what was it say minus 1.5 suppose

whatever it was in the question | do not remember and it was asking from minus 1 sorry it is
not 1.5 will not be this, | will erase it here so, minus one point will be something here say
minus 1.8 whatever it is, because this is 0 minus will be this side and between 0.86 so my

0.86 may be say this value, 0.86 so, | need this area O, | need to find out this area.

That means basically I need to find out this area means what it is asking? | need to find out
what is the probability that my random variable will live in this range 1.86 to 0.86. So when |

am interested in finding this area, my cuplative table will have all the values to the left of it.



So if I see 0.86, | will be getting this value from minus infinity to this value. And then when 1

am looking for 1.8 from here this portion.

But my intention is finding out this portion with between this. So, how will | find between
this whatever value 1 got from 0.86 from this value if I subtract this value I will get this value.
So, that is how we look it from the table okay fine.

(Refer Slide Time: 30:33)

Standard Normal Distribution—Example 3
&===5

7 0 o0 om om Od 005 086 00 0% 0% P(Z>k)=03015

00 05 [OA osos 0512 016 03199 059 05219 09 039 =5 ]~ P(Z < k) = 03015
01 058 O3 03478 03517 05557 05596 056 0SS 0514 051 PIXER)=(,6949

02 osms (B8R osen oss1 asus 05w osos ok 0atns okt (GRS R =061
03 06179 DA7 0655 06193 06311 0638 06M05 06MI 064 08517
04 06554 08591 06628 06664 067 06736 06772 06808 06844 06879
05 06915, 069385 07019 07054 07088 07123 07157 0719 072
06 0ns? 07324 07357 0739 0742 0754 07486 07517 07549
07 0758 O76H 07642 07673 0704 0774 07764 07794 0783 07882
08 07881 0791 07939 0797 07995 08023 08051 08078 08106 08133
09 0815 OAISh 02212 08238 0K264 08289 08NS 043 0835 0839
10 08413 (OB 05461 OB4E5 08508 04531 0SS5 08577 08599 08621
11 08643 OBEGS| 08606 08708 0BT 08749 0877 087 088 083

greater than k is 0.315, now, we have to find out what is k here. So, it is given greater than k
in the cuplative table it is always less from - oo to a particular value. So, first of all when it is
that greater than k what we have done first we have tried to find out what is less than k so, z
less than K is this value 0.6949.

Now, from what is the value of k corresponding to this area this is the all this here in a table
all the entries are nothing but the area within this curve so, here it is 0.6949. So, | found
0.6949 is this value. So, what is corresponding to 0.6949 it is 0.5 here it is 0.1 that means
0.51, my k value is 0.51.

(Refer Slide Time: 31:30)



N
Standard Normal Distribution—Example 4

Given that X has a normal distribution with u = 300and o = 50, find the probability that X

So, one problem given that X is a normal distribution with mean pu= 300 and o = 50 find a

probability that X assumes a value greater than 262.

(Refer Slide Time: 31:44i

Standard Normal Distribution—Example 4

Problem

Given that X has a normal distribution with = 50and o = 10, find the probabilty that X
Sssumes 8 alue betwaen 45.40d 62,

The z values corresponding to x; = 45 and x; = 62 are

=522 -05,md 2= 2= 12

Therefore, P(45 < X < 62) = P(-05< 2 < 12)

P(=05 < Z < 1.2) is shown by the shaded area,

05 0

P(-05<Z<12) = P(Z<12) - P(Z < ~05) = 0.8849 ~ 03085 = 0.5764

b NPT

No, sorry, this is there is a slight mistake. That is the question given that X is a normal

distribution with u = 50. And o is we will put them find a probability that X assumes a value
between 45 and 62. So first, between 45 and a random value of the random variable is 45.
Value of the random variable is 62 this X, | will have to first convert it to z. So, what is

corresponding to x 45 what is the z value | found that value is - 0.5.

Corresponding to x value 62 my z value is 1.2. So, if we can see the figure that means | am
interested in this blue shaded area, | want to find out what is the probability that my random

variable will take the value from minus 0.5 to 1.2. But in question it was between 45 and 62,



45 and 62 get transformed to minus 0.5 to 1.2. So, from the table I can get this value, what is

the probability of getting 1.2 - 001.2.

Then again, | can get what is the probability of getting the value minus 0.5. | will get this
value. So, from this whole value, if I minus this value, | will get the blue portion that is the
area of this blue portion that is the probability. So, that is how we solve this sort of problem.
(Refer Slide Time: 33:10)

CONCLUSION

® In this lecture, we learned about crucial continuous probability distributions that has
huge practical applications. We covered,
& Continuous uniform distributions
® Normal distributions
® Standard normal distributions
® Some solved problems are provided. Learners are requested to solve the practice
problems
® In the next lecture, we will learn about some more continuous probability distributions.

So, we will be doing some real application of normal distribution in our tutorial classes. So
now in this lecture, basically, we learned continuous uniform distribution, we learned what is
normal distribution, what is standard normal distribution. And we have solved some problems
though more problems we will be solving in our tutorial classes. And in the next lecture, we
will discuss some more continuous probability distribution with that.

(Refer Slide Time: 33:35)
A

REFERENCES

& Sheldon Ross , A First Course in
Probability (fourth ed.), Macmillan

Probability

College Publishing, New York
(2013)

& W. Feller, An Introduction to
Probability Theory and Its
Applications, vol, 2. New York

Wiley, 1971



These are the references. Thank you guys.



