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Unix-Based Real-Time Operating Systems 

Good afternoon to all of you. In the last line, some of the previous lessons, we have discussed 

the Unix as a real-time system.  

(Refer Slide Time: 00:48) 

 

 

Today we will discuss about some of the Unix-based real-time systems. That means some real-

time operating systems, which are based on the concept of Unix. We will discuss about the 

extensions to the traditional Unix kernel, the host target approach, different what methods you 

will see are different, what approaches which are based on the traditional Unix to support real-



time operating systems such as host target approach, preemption point approach, self-host 

systems, spinlocks, etcetera. These are the keywords we will discuss. 
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So now let us see how the traditional Unix kernel can be extended to support real-time systems. 

So, several efforts in this direction I have already been reported, such as implementing the real-

time task schedulers, how the real-time task schedulers can be implemented. 

Similarly, how to achieve a finer granularity timer or how to implement a finer granularity 

timer maybe of the resolution of the order of nanosecond also, and how to implement real-time 

file systems etcetera. 

So, the several report in this direction I have already been reported, but still, but problems still 

unsolved; two important, two such important problems we have seen earlier such as the non-

preemptive kernel and other is the dynamic priority kernel, we have already known that these 

two are the bottlenecks of the traditional Unix system, 

It has a non-preemptive kernel and it uses dynamic priority level. So, these two drawbacks we 

have seen earlier for the traditional Unix operating systems. Now so still, these problems 

remain unsolved. So that is why the traditional Unix system it means it is very much difficult 

to use it as a real-time operating system. 
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So, now let us see how Unix can be made suitable for real-time making Unix suitable for real-

time systems. So, different approaches can be classified into the following. So, these are the 

possible some of the different approaches and they are based on these traditional Unix like 

extensions to the Unix kernel. 

One approach called the host target approach, another approach we can see preemption points 

approach, another is fully preemptable kernel. So these approaches are based on this Unix 

concept, so we are trying to extend the Unix to or these are the Unix based approaches for the 

real-time systems. We will see the first one the extensions to the Unix kernel I have already 

told you. 



So several reports in this direction I have already been mailed such as implementing real-time 

task scheduler, implementing finer granularity timers, implementing real-time file systems 

etcetera, but still the two important problems they lie, that is using because it uses non 

preemptive kernel and it uses dynamic priority level. 

The superficial extensions to the capabilities of the Unix kernel still it fell short of hard real-

time application requirements, they do not meet, these superficial extensions, they do not meet 

how to handle the hard real-time applications they do not meet the requirements of hard real-

time application. So just by superficially extensive extending this traditional Unix kernel, it 

may not be sufficient, still those problems will lie. 
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So we will see the next approach, that is the host target approach. So, this approach is used to 

develop applications on Unix host. So, this host target approach it is used for what? It is used 

to develop applications on Unix hosts. So there will be host where we can use Unix.  

So host target approach can be used to develop applications on Unix host. So here what is the 

first step, download you download the application to a dedicated OS running on the target. So, 

you download the, you first develop the application on the Unix host. 

Then you download it to a dedicated operating system running on the target, then this Unix 

host, it is connected to the target. So you see two things the Unix host on the Unix host and the 

target this Unix host is connected, it is attached to the target via interface, via an interface called 

as TCP IP interface. 



So we can see different what operating systems based on this host targeted approach such as 

VRTX from mentor graphics, VxWorks and PSOS. They are both from Wind river systems 

and so on. These are the examples of the operating systems real-time operating systems which 

are based on this host target approach. 
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Let us see in the deeper so this is the host machine, where this Unix is there and as I have 

already told you first develop the application on the Unix host in this machine, then you try to 

download where you try to download to a dedicated OS running on the target. So this is the 

target. So here we download this application to a dedicated OS, which is this dedicated OS is 

running on the target and this host and target and these are communicated, they are connected 

through TCP IP. 
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Now let us see more detail about the host target approach. Here the target operating system is 

intended to be compact and fast. The target operating system which one? This is the target 

operating system, this is the host operating system, the target operating system is intended to 

be compact and fast. So, this target operating system it should be very much compacted and it 

should be very much first.  

So that is what I am saying the target operating system is intended to be compact and fast so 

that it can be made suitable for the embedded applications. So this target operating system it 

did not support the compilation, debugging, libraries, virtual memory, etcetera. They did not 

support this. So, they may be provided in the what host system, then this task preemption, the 

task preemption time in the order of the 10 microseconds. 



So in this case, the task preemption time is of the order of 100 microseconds which is very 

much fast in compared to the what is very much fast in compared to the 100 millisecond for 

the fast Unix implementations or of the it is also faster in comparison to 1 second for the 

traditional Unix system V. So basically speaking that the task preemption time in this what 

target operating system is of the order of 10 microseconds. 
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This host target approach looks like this, this left-hand side is this unique host operating system, 

right-hand side is the target operating system. So in this host operating system, you can use 

with the different development tools, different compilation tools, different libraries, and XRAY 

plus, so this is the host system and on the target, we will use this application, and here some 

important components we see like PNA plus and this PREPC plus PHILE and PSOS.  

So, what is PNA Plus? I will just say and what is PSOS I will just say, so this host and so in 

the target we are using a debugger called this a PROBE target debugger. On the target or on 

the target we are using a debugger called as a probe-target debugger, the host and the target 

they are connected through TCP IP. Now let us see this particular the terms like XRAY plus 

PNA plus and the PSOS. What do they represent, let us quickly see. 
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So, I have already told you the host provides the development tools. This is the host operating 

system This provides the development tools, compilation tools and libraries, this I have already 

told you. The host provides the development tools such as cross compiler, different libraries, 

editor and other development tools. 

So these are provided in the host operating system, you can see that so another element in here 

called as XRAY plus, what is the XRAY plus? So XRAY plus is the source level cross 

debugger analyzer. So, XRAY plus is the source level what cross debuggers analyzer and 

because you see here you are using a target debugger in the on the target you are using a 

debugger called as a probe-target debugger. 



So on the host operating system or in the host operating system, we are using XRAY plus as 

which is acting at the source level cross debugger and analyzer. What is the PNA plus which 

is present on this target? So PNA plus is the network manager because they are connected 

through TCP IP, the host and the target, they are connected to TCP IP. So somebody should 

manage this networking activity. So PNA plus is working is acting as the Network Manager. 
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Now let us come to the target side. So once the so the application is developed first where, I 

have already told you the application is developed on the Unix host, and then that will be 

downloaded to the dedicated OS running on the target. So that is what I am saying here the 

application is developed using what using the editor compiler debugger and other tools 

available where? Available on the host I have already told you.  

On the host these development tools, compilation tools and libraries are there using this you 

can develop the application. The application is developed using the editor, compiler, debugger, 

and the other tools available on the host. So once the application has been fully tested and 

debugged then what it is done? It is fused ROM. 

So, once the application if they have been fully tested and then debugged, then it is fused in 

ROM, so where ROM is there, ROM is in the target machine in the target operating system. So 

then so once this application has been fully tested and debugged then it is fused in ROM.  
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Next, we will go to the next approach that is the preemption point approach. So preemption 

points are introduced in system calls. So, where the preemption points are introduced, the 

preemption points are introduced in the system calls or the points where kernel data structure 

cannot be inconsistent. So, we have to look at the points where the kernel data structure cannot 

be inconsistent.  

So, there we will introduce what? There we will introduce the preemption points. So, 

preemption points, at preemption points what will happen we can make preemption or we can 

preempt the running task and we can allow the waiting higher priority tasks to be run. So, that 

is why this approach its name is known as preemption point approach. 

Here preemption points are introduced in the system calls, where? At the points, where the 

kernel data structure cannot be inconsistent. So, at these points what will happen? At these 

preemption points the operating system it will search for the other tasks to run and search for 

the services interrupts etcetera. 

So, normally the tasks which is having high priority, now it will come and it will preempt the 

current running tasks which may have lower priority and then this high priority task may run. 

So, examples of operating systems based on the preemption point approach is HP-UX. 
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The vendors, they introduced preemption points in system routine. So, who introduced these 

preemption points? So, I have already told you that preemption points are introduced in the 

system calls, so preemption points are introduced in system calls are the points where the kernel 

data structure cannot be inconsistent. 

Now, who introduces the preemption points, the vendors they introduce the preemption points 

in the system routines, the preemption points in the execution of a system routine are instance 

at which data structure is consistent. So, what do you mean by these preemption points? So, 

the preemption points in the execution of a system routine these are all what? These are instance 

of time or instants of points; these are instance at which the data structure is consistent.  



At this point, the kernel can safely be preempted, nothing will happen, no disturbance or no 

effect will be there. So at these preemption points the kernel can safely be preempted. So that 

what will happen? The waiting higher priority real-time tasks that can run without corrupting 

any kernel data structure, because these are the preemption points where the kernel can be 

safely preempted, the data structure is consistent, the data structure will not be corrupted. 

So here at this point kernel can safely preempted, so that the waiting higher priority real-time 

tasks, they can run without corrupting any kernel data structure. This is something about the 

pre preemption point approach example we have seen HP-UX. 
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When the system call execution reaches a preemption point, then what will happen? The kernel 

it will check, it checks, it receives whether any higher priority task have become ready very 

simple. So when the system call execution it reaches at a preemption point, then what the kernel 

will try to do? 

The kernel will try to see; the kernel will try to check whether any higher priority tasks it has 

become ready. So then if it finds any higher priority tasks, in comparison to which is running, 

if any such high priority task is ready, then what it will do, if when the kernel will find yes, 

such a task is ready. 

If one is there, then the kernel preempts the processing of the kernel routine, and then it will 

dispatch the waiting highest priority tasks, it will preempt the lower priority tasks, and it will 

dispatch the waiting highest priority tasks to run. 



In case of the preemption point approach. The worst-case preemption latency becomes the 

longest time between two consecutive preemption points. So the worst-case preemption 

latency, what it will happen or what will be the longest time here you can see? The worst-case 

preemption latency, it becomes the longest time between the two consecutive preemption 

points. 
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Now we will see the next approach that is the self-host system approach. So in this approach, 

the real-time application is developed where? On the same operating system that is why the 

name is self-host systems. So in this approach, the real-time application is developed on the 

same operating system on which the real-time application runs. The nonessential tasks 

executable OS modules are excluded to minimize the size of the OS. 

So in order to minimize the size of the OS, the modules, which are not so important, which are 

not so essential, these nonessential tasks executable operating system modules, they are 

excluded, they are what, they are not taken into account they are excluded to minimize the size 

of OS. They are not included in order to minimize the size of OS, minimizing the size of the 

OS, how does it will affect? 

So, minimizing the size of the OS in an embedded application is a major requirement in case 

of what, these major requirements taken into consideration the size. So, minimize So, 

minimizing size of an operating system in an embedded application is a major requirement. 

And this requirement is based on the cost size and power consumption considerations. 



So, while we will try to make the size of this operating system very less you will try to make it 

minimized, here the requirement is based on what the cost size and power consumption 

considerations take into account the cost size and power consumption considerations you can 

minimize the size of the operating system in an embedded application. 
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So, here are the Add-on modules in microkernel architecture can be easily excluded if not 

required. So, if I have already told you microkernel architecture in some of the previous classes, 

so, in the microkernel architecture, there are several add-on modules. So, if you find some of 

the add-on modules, they are not so much required they are not important they are not relevant, 

if we can simply exclude them, please do not include them.  

So, the add-on modules in microkernel architecture can be easily excluded if not required, it 

helps in easier configuration of operating system and results in a small size system. So, why 

we will not add all the what add-on modules. So, if they are not required simply do not include 

them you please exclude them, then what will happen? How does it will help?  

So, excluding those add-on modules will help in your configuration of the operating system 

and it will result in what a small-sized system so, the operating system that will get it will up 

or yes the system that will get it will be of reasonable size or small size. As you know that are 

the microkernel is lean, it is efficient than monolithic one. You have already known this 

microkernel is efficient than monolithic one. So, as a microkernel is lean, it is efficient than 

monolithic one. 



Separate memory-protected address, it separates the memory-protected address spaces or 

separate memory-protected address spaces leads to rare crashes in a microkernel-based 

operating system. So since in this microkernel-based operating system, these memory-

protected address spaces are separate This separate memory-protected address spaces, it leads 

to what it leads to what very rare or very less number of crashes in microkernel based operating 

systems. 
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So now, I hope we have already known interrupts and masking the interrupts so now let us say 

this masking interrupts how it will affect. So masking the interrupts during the kernel 

processing, it worsen the response time of even very small critical routines. By masking the 

interrupts during the kernel processing, it worsen the response time for even very small critical 

routines. 

So masking interrupts to preserve kernel data structures would not work in multiprocessor 

environments. So this masking of the interrupts to preserve the kernel data structure may not 

work in multiprocessor environments. So tasks running on other processors can still corrupt 

the kernel data structure. Why it will not work in the multiprocessor environments? 

Because it means the masking why this masking interrupts or may not to work in 

multiprocessor environments because here the task running on other processors, they can still 

corrupt the kernel data structure that is why masking interrupts may not work in the 

multiprocessor environments. So what will be the solution, the solution is that you can use 

lock, locks at appropriate places in the kernel code. You may use locks different locks at the 

appropriate places in the kernel code. 
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So let us say I will use this use of the kernel locks in the next model, the next model is or the 

next approach is fully preemptable kernel. So here we have to use different locking mechanisms 

such as kernel level locks and the spinlocks, etcetera. So, why you will use this locking because 

the locking mechanism it prevents kernel data structure from corruption. You can use the 

locking mechanism, then it may what, prevent the kernel data structure from getting corrupted. 

The kernel-level lock is similar to traditional lock. 

Now let us see why we have introduced to two new terms called as kernel-level lock and 

spinlock. So how does this kernel-level lock differ from the traditional lock? So kernel-level 

lock is almost similar to a traditional lock but few differences. So it is inefficient when critical 

resources required for short time comparable to context switching times.  

So this kernel lock is very much similar to the traditional lock but it is inefficient when the 

critical resources are required for a very short time comparable to the context switching and 

time. So the task response time is higher. So in case of this, what I am discussing about the 

difference between kernel lock and the traditional lock, as I have already told you that kernel 

lock is similar to traditional lock, but here the task response time is higher. 
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So, now let us see about the second lock that is the spinlock. So, here I have shown the example 

of a spinlock Let me explain it. So suppose there is a shared resource and this is needed by two 

tasks, T1 and T2. And for very short times, very short duration of times. So, T1 and T2 they 

require the shared resource for very short periods of times. This resource is protected by a 

spinlock.  

So, what you can do, one the solution I have already told you, you can use different locks. So, 

one such lock is spinlock. So here So, since T1 and T2 both require the same shared resource, 

this resource is protected by a spinlock. Now, let us see how does it works suppose now task 

T1 has acquired spinlock guarding the resource. 

So, now, T1 first initially it has a get access to this spinlock. Suppose task T1 has acquired this 

spinlock guarding the resource. Now, then what will happen? So T2 has to wait now task T2 

after some time it requires the resource. So task T2 it requires the resource.  

Now since task T1 has locked the resource then obviously T2 cannot get access to the resource. 

Then what it will do so it is just busy waits and does not block and suffer context switch. So 

T1 is having is using this what spinlock so instead of what getting blocked T2 what T2 does, 

since task T1 has already locked it. So T2 of course cannot get access to the resource. 

What does it do? It just busy waits. So this T2 it is just busy waits and it does not block, it is 

not blocked, it does not block and does not suffer a context switch. So, T2 it does not what 

suffer, suffer by any context switch and the T1 is holding a resource and it acquires the 

spinlock. So now T2 it will just wait for some time because the time duration here you have 

known is very small period of time they require the resources. 

So T2 will not be blocked. So T2 will be in busy wait. So T2 cannot get access to the resource 

it just a busy waits and it does not block and suffer the context and suffer from context switch. 
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Then what will happen when T2 will get the resource? So as soon as T1 relinquishes or releases 

the resource then T2 gets the resource. So, normally here with this solution we have got this by 

using a spinlock. So first T1 is granted access or it acquires the spinlock instead of blocking 

T2 it busy waits and when T1 releases or relinquishes the spinlock then T2 gets access to this 

spinlock and then it gets access to the shared resource. 

Now, how the spinlocks can be implemented. So spinlocks are normally implemented using 

cache coherency protocol. I hope in some of the earlier semesters you might have heard about 

the cache coherency protocol. So the spinlocks they can be implemented by using the cache 

coherency protocol that each processor loops on a local copy of the lock available. 



So each processor can get a local copy of the lock variable. So this is called as what this method 

where this cache coherency protocol may work. So the spinlocks they are normally 

implemented using the cache coherency protocol, such that each processor, it loops on a local 

copy of the lock variable. So it will take the uniprocessor systems, the spinlocks on a 

uniprocessor, they get compiled in as what? They get compiled in as calls to instructions such 

as CLI and STI. 

So, the spinlocks on the uniprocessor get compiled in as the calls to the CLI instruction and 

STI instructions. So, this is how spinlock can be implemented more details about how to 

implement spinlocks are there in your book please have a look into that. 

(Refer Slide Time: 24:05) 

 

 



Now let us quickly look at the real-time priorities in self-host systems. We are discussing about 

the self-host systems. So what are the priorities in self-host systems? In self-host systems, there 

are three priority levels are available; one is the idle or nonpriority, non-migrating priority 

level, then the dynamic priority level, then the real-time priority level. 

First, let us see about this, so in this self-host system, there are 256 priority levels available 

three available priority levels, and how many priorities 256 priorities you can see. So they are 

divided into three levels. So first one is the idle or non-migrating, it is the lowest priority level 

and the task, the task runs when there are no other tasks to run. 

So a task at this level may run when there are no other tasks to run at this level, this please 

remember these priorities are static and are not recomputed periodically. So, these idle or non-

migrating what priority is static and they are not re-computed periodically. So, the next level 

is called as dynamic priority level, you know the dynamic, why they are dynamic priority level? 

Because they are recomputed periodically, the tasks at this priority level operate at priorities 

higher than the higher priority. 

So, this dynamic priority if the any task running in this priority level they get more priority 

they get, they operate at priority higher than this idle priority, but they are lower than the RT 

priorities. That is the real-time priorities. So, the tasks at this level they operate at priorities 

higher than this idle or non-migrating priorities, but lower than the real-time priority. 

Now let us see what is this real-time priority. So, real-time priority means these priorities which 

are static, because we know this is a requirement for real-time operating systems. So, these 

priorities are static in nature and are not recomputed during runtime. So, these priorities they 

are not recomputed during the runtime.  

All the hard real-time tasks, they operate are these priority levels. So, all the hard real-time 

tasks they operate are these real priority levels, why? Because the hard real-time tasks, for the 

hard real-time tasks the deadline is very much important, we should not miss the deadline. So, 

there must be given topmost priority. So hard real-time tasks, they operate at these levels.  

So tasks, which are having real-time priorities, they get precedence over the tasks with the 

dynamic priority level. So, the tasks which are so, the tasks are having the real-time priority, 

they get a precedence over what they get precedence over the what over the dynamic priorities, 

dynamic priorities, and the idle priorities. 



So, the tasks are having real-time priorities get precedence over the tasks with the dynamic 

priority level. So, I have already told you that there are 256 priorities. So, the topmost priority 

is given to real-time priority level. So, it is number is 128 priorities that means 0 to 127 these 

priorities are given to real-time priority. 

They are the highest priority topmost priority next priority is given to this dynamic priority 

level, here the priorities are what assigned from the levels 128 to 254. So, another 127 priorities 

are assigned to dynamic priority level. 

And the last priorities what only one that is 255. So, this priority is given to idle or non-

migrating priority levels, this is how the real-time priorities are assigned in self-host systems. 

So, in this way, we have discussed the different approaches these different Unix-based 

approaches for real-time operating systems. 
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So, today we have discussed about the extensions to the traditional Unix kernel and we have 

still seen that the problems such as non-preemptable kernel, dynamic priority levels are there. 

We have also learned about the different approaches, different Unix-based approaches for the 

real-time systems such as host target approach, preemption point approach, and self-host 

systems approach. 

We have also discussed about the benefits of self-host systems; we have also learned about the 

handling, the shortcomings of the non-preemptive kernel using spinlocks. I already told you 

how by using spinlocks you can overcome some of the shortcomings of the non-primitive 

kernel. 
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So we have again taken these things from these two books. That is something about the 

different Unix best approaches per the real-time systems. Thank you very much. 


