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Non-linear Searching Algorithms 

As we have learned about linear searching algorithm when data is stored in an array and or in a 

linked list that is a linear data structure. Now there is another different searching algorithms also 

known when data is not stored in an array rather it is stored in some other data structure maybe 

tree. Now we will discuss one such technique here. This discussion related to that kind of search 

technique, it is called a nonlinear searching algorithm because data is stored on a nonlinear data 

structure like tree.  
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So the topic that we are going to discuss basic idea about non-linear searching algorithms, so 

when data stored in a tree actually we will consider when the data is stored in the form of a 

special binary tree called binary search tree how the searching can be performed? And then we 

will discuss about Fibonacci search. Fibonacci search is basically one idea about a special tree.  

It is again binary tree but it is special tree called the Fibonacci tree. And then finally we will 

discuss about searching with hashing. Hashing although it is not non-linear data structure but it is 

also can be considered as a mixed up this one. So we will discuss about searching with hashing.  
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So this is the plan of the topic for today. So today actually we will try to cover these are the 

different techniques. These are the technique already we have discussed in the previous lectures.  

Now let us start about. First let us talk about the binary search tree based searching.  
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Here as the name implies that we store the data in the form of a binary tree rather we can say that 

binary search tree. Now we know exactly what is the property that a binary search tree suit, 

satisfy. The binary search tree is a special binary tree, I do not want to discuss it again. So all the 

elements are stored in where nodes, stored the value satisfying certain properties is called the 

binary search tree property. This is an example of a binary search tree.  

Now we want to find an element. So finding an element is very easy while we are discussing 

binary search tree that time I gave an idea about that how searching can be carried out for this 

data structure. The same concept it is here also, only the thing is that from the given input list we 

have to store the list into the form of a tree.  

That means the data is stored in the form of binary search tree rather and then you can just see 

exactly target key if you want to find whether the node, I mean that key or that value is present in 

any node in the binary search tree or not. That concept basically to be followed. So merely it is 

very searching. Now, if for example, we want to search for say 80. So what you can do is that 80 

should be along this direction.  

So you can come here. Anyway this is actually not a binary search tree ok. This is not a binary 

search tree. This is simply a binary tree. Now again let us see as it is not a binary search tree still 

if the element is stored in a binary tree whether you can apply the binary search technique or not, 

you cannot, in that case we can perform any tree traversal algorithm in order, pre-order or post 



order any transversal algorithm that means traverse in particular order. And we have to continue 

this traversal until we find the element.  
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Now if it is in binary search tree that procedure can takes fewer amount of less amount of time. 

Here we have given the idea about how the searching with binary search tree can be carried out. 

Again this is not a binary search tree, by mistake it is coming. So this 15 should not be like this 

one anyway. So this tree is not correct actually, that is what I want to say.  

But this is the algorithm that you can follow that the how the searching can takes place. Now if 

you follow this algorithm, then you can note that we follow basically a preorder traversals to 

search the tree actually. However, you can follow any other such algorithm, traversal algorithm 

like in order or post order also can be equally applicable.  

So you have to just transverse its nodes and this traversal will continue until we finish the 

visiting all nodes or we find our target elements into the tree. So this is a basically recursive 

search algorithm. And few lines of code is required. You can write the program easily in Java 

programming language. It is very easy. So this is the idea about the binary search tree technique.  
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Now let us come to the complexity analysis. Now the complexity analysis depends on how your 

structure of the tree is. Now depending on the pattern of the data that is stored in a tree, a binary 

tree can be like this, then it is called a complete binary tree. And you know complete binary tree 

is a tree with n number of nodes, always gives the tree with minimum height.  

If it is not complete binary tree then the heights will be greater than n. So sorry, if it is a 

complete binary tree then height of this binary tree will be in the order of log two n that basically 

discussed in previously. And if it is not complete binary tree then height will be ok less than n 

but it is log two n greater than log two n. So this is the height which will be less than n or greater 

than n.  

So this means that here the so now again why I am telling height because to search for an 

element maximum you have to come from this one. So this is the height of the tree actually, any 

path. So this is the log two n what is called movement is required or comparison is required that 

is why the complexity is log two n. Now n that is the worst case situation. It is not obviously n, 

the worst case situation I can tell you when the binary search tree take the size skewed form.  
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So these are the some example of the tree where the height is maximum. So in this case, height 

for all tree is basically n where n number of stores, n number of nodes are there. Now so these 

are the maximum height that is possible. Now what you can say that if you follow binary search 

tree for your searching or if you can store the data in the form of a binary search tree and then 

you apply searching then your complexity will be, the lowest complexity that is possible is log 

two n that is the best case we can say and worst case it will take n, which is basically similar to 

the linear search technique actually.  

And on the average it will be in between log two n and n actually. So this way this algorithm as 

the complexity in between the linear search when data stored in a linear array or it is in a binary 

tree. So it is a in mixing result actually. Now it depends on size of the structure of the array of 

course, how it basically stores the data. Now so this is the case that you have study about, this is 

a binary search tree technique. 
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Now let us discuss about another technique it is called Fibonacci search. As the concept of 

Fibonacci is not known to you, so I just want to give, take some time where I want to discuss 

about what is the Fibonacci concept is there. So a series of number can be called in a Fibonacci 

sequence if they satisfy certain property. The property is that the last element or any ith element 

is a sum of the previous two elements. If it follows this property then a sequence of numbers will 

be called a Fibonacci sequence.  
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Now here is an example as I told you, this is basically how you can say that nth Fibonacci 

number as you can say nth Fibonacci number means any Fibonacci number is basically sum of 

the n minus one Fibonacci number and n minus two Fibonacci number. And this is a boundary 

condition first Fibonacci number, and then this is the first Fibonacci number and this is the 

second Fibonacci number, it is zero and one.  

So here, for example, these are zero and one. The next is basically sum of the two. So this is one. 

Then next is basically sum of the two so it is this one. Then this one is the sum of these two. So 

three one, this one is basically sum of these two, five and this element is sum of these two. Now 

you can see the next Fibonacci number say F7 you can easily calculate that this will be 13. And 

likewise, if you continue so eight Fibonacci number can be calculated this way.  

And if we continue this, any nth Fibonacci number can be calculated this one. Now, so any 

Fibonacci number we will be able to calculate. So this is a series, this is basically a series with n 

what is called the numbers in the series and they follow certain properties and such a series is 

called Fibonacci series or called Fibonacci sequence. Now this is the concept that is basically 

followed and this concept can be used to build a tree called the Fibonacci tree.  
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Now idea it is like this say suppose any ith Fibonacci number, so ith Fibonacci number is 

basically can be calculated if we can calculate the Fi minus 1 because in order to calculate the ith 



Fibonacci number, we know Fi minus one and Fi minus 2 or we can say this is two and this is Fi 

minus one. Now actually you know, if I ask you to calculate ith Fibonacci number, for example, 

the last slide we told about nth Fibonacci number.  

Because in order to calculate the nth Fibonacci number you know what is the n minus 1 

Fibonacci number and what is the n minus 2 Fibonacci number. Now this basically calculation 

can be easily done by writing a recursive program. So a recursive function can be planned so the 

nth Fibonacci number.  

Now if you draw the recursion is basically have a recursively like. Now this Fi minus 2, that 

means she is basically to calculate this one Fi minus three and this basically F, so you can say Fi 

minus 4 and Fi minus 3. Now again we can split this one. Then again, we can Fi minus 5 and Fi 

minus 6 and so on. So it will go on.  

So these basically called the recursion, the way the recursive calculation will takes place. Now 

you see these recursive calculation the way it takes place, it form a tree and it is the recursion 

tree and recursion tree for Fibonacci calculation. Now such a particular tree can be termed as a 

Fibonacci tree. Now here in the next slide, I can show you how a Fibonacci tree look like this.  
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So this is an example of a Fibonacci tree. And for the, this is a Fibonacci tree for the order six 

because the last, the root node is basically six Fibonacci that means if we want to calculate nth 



Fibonacci number, we can say Fibonacci tree of order six. Now, so this is the idea about how the 

Fibonacci tree will look like. Now this is basically the recursion tree again, alternatively to 

calculate the F6 that means sixth Fibonacci number like.  

Now this information is very vital to perform these kind of tree into a searching which can give a 

better searching algorithms and this is also comparable to the binary search tree because binary 

search tree is good, but not always. In the worst case it take time, n. But here Fibonacci search 

tree whether the best case, worst case and average case it will take less time than the binary 

search tree actually that is why this is more preferable.  
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Now let us see how we can apply these binary search I, how we can apply the searching with the 

Fibonacci data structure. Now the idea it is that, I repeat it again for the Fibonacci tree of order 

six, the same thing but we have to do a little bit different what is called a modification into this 

tree. I will come to the modification. First of all the number that you have to store it is not that 

they are in a Fibonacci sequence, they can be anything.  

So one is four, another is six, another is any number, so it can be eight, any order actually you 

can take not necessary to be in a sorted order, so five, one two and three so this is basically. So 

what we can this is basically the input list. All these input lists can be mapped to some Fibonacci 



number. Then they can be stored in a Fibonacci tree actually and then we will be able to search 

depending on this one.  

If we arrange this in an order it is better of course that will include performance of course, but 

even if it is not in order also no issue. So we can do that. Now let us see how we can map an 

elements into an ith Fibonacci or we can store this element into the Fibonacci tree and later on 

we can perform the searching.  

That idea is can be explained like this little bit modification of this Fibonacci tree of order. This 

is the raw Fibonacci tree or basic Fibonacci tree we can say. We have to modify these Fibonacci 

tree in order to amenable to our such algorithm called the Fibonacci search. Now what 

modifications that is required I just mentioned two rules in this figure.  
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So two rules are like this. The first rule is that for all leaf node, you know these are the leaf node 

actually all the leaf nodes that is corresponding to F1 and F0 we denote them as external nodes. 

Probably the corresponding external nodes are familiar to you. So they are basically can be 

marked as a square nodes. So as you can see here.  

So these are the external nodes are there and value of the external nodes can be made zero. So 

here we see, these are the all external nodes and we made the value is zero. So this is the one 



modification that we can do it. This is the first rule and then second rule, second rule is basically 

another modification of the internal nodes.  
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So the second rule can be stated like this. The second rule can be stated like this, so this is a rule 

two rule. Rule two says that the root it is an F ith number, the left sub tree is a Fibonacci search 

tree of order i minus one so this is I five. Now here the right sub tree we have to little bit modify. 

The right sub tree is a Fibonacci search tree of order i minus two with numbers. This is important 

increased by F5.  

So for example this is a left. So what we can do is that the left sub tree will be increased by, this 

is basically this is a left sub tree will be increased by its parents so it is basically 7. And if it is 7 

then it is 7 and this will be 7. So this basically we are in, so all the nodes of the left sub tree will 

be increased by its parent value. So this way if we continue, then you can say that, so this is 

basically 8, this is at left so you can increase by the value.  

Earlier it is 2 then it is five so parent is increased so this one and this one, one so parent will 

increase 6 and this. So again if you consider this one it will be seven and it will 6 earlier it is 

there. Now and then again come to here. It is basically same as this is earlier and then we will 

increase by this one. So this procedure if we apply to all then we will be able to modify the 

algorithm this one.  



Now here for example, 8 earlier is 3. So all the nodes will be increased by first 7 so it is 11 then 

it will, it is 10, so because 8 is incremented then it is earlier it is 1, so 9 and it is 0. And then left 

will be just parent value plus the total number so earlier it is 0 so 9, earlier it was one so it, 0 it is 

10. Now here again earlier it was one so it is increased by this one.  

So it basically 12 and this way you can continue. Now so this rule can be applied on this tree to 

give this tree. Now this ultimately gives you the Fibonacci tree that is ready for our searching 

purpose. Now here, if you see all the failure nodes are basically in that number zero, one, two, 

three, four, five, six, seven, eight, nine, ten, eleven, this one.  

Now, this basically the total number of element that needs to be searched actually, so this is, 

because it is a Fibonacci tree of order 8 we have considered so it basically store 12 numbers like 

so this way you can do it. Now the elements therefore we will be able to assign into these 

internal nodes that needs to be searched. So here is a procedure that we can follow, as you can 

proceed it.  
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Here this is the input list that we want to search assuming that they are in sorted order that is 

good. Now here is basically you see Fibonacci sequence in this order actually. So this is basically 

F0, this is F1, F2, F3 and this is basically the eleven Fibonacci number. Now all these numbers 



those are basically 15, everything can be stored as an internal nodes. So this way you can store 

the internals nodes. Then we can take the searching. 

Now depending on the element that here so we have to go to the left or right, depending on the 

target element. So it will go to the, this one or these sides depending on target element. But here 

it is not exactly binary splitting as it takes place in case of binary search tree. But it will takes 

place in a Fibonacci level like, so Fibonacci order actually. So this way the searching can be 

takes place.  
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Here is an example that is given here. And this is an algorithm that you can follow to write your 

code. That means how you can build up Fibonacci search tree and then finally you can perform 

the Fibonacci search.  
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And this is a simple example that you can give and suppose k is 25 and what are the different 

iteration that is required? You can follow this one. So this way you will be able to search it very 

efficiently. And the complexity of this searching will be log 2 n allowing whether worst case or 

best case because it is a, that fashion only because the binary, the tree is a binary tree of course 

that so have the height not exactly the complete binary tree but it is in between complete binary 

tree and then worst case are always better than the worst binary tree actually. So this is about the 

Fibonacci search.  
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For the details about this searching technique again, I can suggest you to go to the book where 

you can find a detailed discussion and then coding and everything there.  
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Now I will discuss about the next technique, it is called the hashing technique. Hashing 

technique is basically one technique without key comparison. Here we do not have to compare 

key. If you see all the searching algorithm here it basically, we have to compare your target key 

with the key that needs to be matched or not matched, whatever it is a search. So comparison is 



required but here no comparison is required. Then without any comparison how the hashing can 

be, how it can be possible? So we can apply the hashing technique.  
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So we have little idea about the hashing technique. So here basically idea is that if suppose these 

are the, these are the suppose your elements stored, these are the elements that means we want to 

search the item from here. They are basically keys we can say. Then there is basically one 

function that we have to calculate. It is called the hashing function.  

Hashing function can tell you in which location this K is stored in an array like. So this basically 

stores that index location it is stored. So this F key if we apply on a element then it will basically 

give you in which location. And that is how this technique is called the address calculation 

search because we have to calculate where the element is located.  
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Now let us proceed about this technique. Actually here the problem that matters or the main task 

it is there how we can decide this address calculation, how this fk function can be that means f is 

a one formula or a function we can say which is basically take an input as a key and it will return 

the address of the location of the key. So how this formula can be formulated or this function can 

be formulated. So this is the only task it is there.  
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Now regarding these things, there are many, many hashing technique is proposed is basically 

map that is why it is called mapping also and that from a key to a location. So that mapping is 

basically just like a mapping for every key it is there. Now here is an example. These are the 

basically key is the location, key the element to be searched. 

And these are the basically different, some functions you have used which basically says that 

location of these element 10 is 1, location of this 19 is 0, location of this element is say 8. So 

some formula you have used and this basically gives the formula it is there. So possibly you can 

say that which technique it is there anyway.  

So what actually, if you do it, then we can say all the key those are basically to be stored in this 

array within this suppose size 10, then some element has to be stored in the same location 

because of the same address is written by this one. But this is not a good idea of hashing actually.  

It should give the different location possibly then it will give the better idea because here for 59 

31 and 77 they are the three different keys but it basically return you the same location, same 

hash location we can say. So that is why this hashing technique that I have illustrated is not 

necessarily the good one.  
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Now let us see how the different hashing techniques that is known in this field actually. There 

are many hashing techniques are known. Some techniques are called based on division method. 



Every technique has their own advantage as limitation, pros and cons is there. So division 

method says that if the key is the target element, then H is one value to be decided a-priori that 

means it is your decided. Usually people think that this h should be a prime number, maybe 11, 

13, 17, 19 these kind of things are best values to give it.  

And here so if your address search from zero then you can follow this one. If it is search from 

one then you can follow this one. Here is an example. We take the 13 as the hash value, so h is 

called hash value and hash function that if we apply on a particular element say 31 it return 5 on 

13. If it is 30, if it is 31, if it is the address location start from 0. If it is, address location start 

from one then it is six. So this way the elements can, the this can be calculated.  
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Now again in the previous slide that we have given their, previous slide let us come to the 

previous slide. Here if we apply the same hash function, same hash function on this element, 

then you will be able to calculate address, then you can use it and then you can check it how it 

works. So this is the idea about that you can think about.  
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Now let us consider a few more methods in this direction. So earlier the method is called division 

method and the next method is called the mid square method. A mid square method, I just give 

some example, say suppose k is 1, 2, 3, 4. It basically, the idea is that you pass on the square of 

this one and then take the middle values for example, take the middle fifth to say, no alternative 

value. So this will give you five two five with the address value. 

Now again repeat the same thing 2, 3, 4 and square it and then taking the mid values. Then it will 

take this one and it continuing this way. So this is the idea so this is the key values. And this is a 

technique that I told you, this technique is not a simple function but it is a code actually because 

you have to square and then take the alternate value, digits from the numbers, then it basically 

gives you the address.  

Now, this is better compared to the previous method because it has the coalition probabilities 

less. But coalition is always there in the previous case also there, here, also there. But this 

method is computationally expensive because multiplication operation is involved. Then you 

have to find the alternate digit. So it is comparatively expensive compared to the previous 

method. But it is one method which is also as a possible method that you can apply to calculate 

the hash address of a number.  
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Now another is called the folding method. So folding method says that the key that you have to 

take into account you first divide into few parts. For example, if this is the input key, so divide 

into this part like or you can say first in a two digit like and then this one right and then and this 

is 0. So you can see this one.  

Now for example here this one, this one and this one so here also you can say this on, this one, 

this one. So it is called folding that means the elements can be just partitioned into two digit 

each. Then what you can do is that we can take the sum of all the partitions number that is there 

for example here 136, it is 169, it is 180. So such a folding method is called pure folding.  

Another method is called fold shifting. What is the idea is that in this case you do the same thing 

here like this one but just, reverse the previous one. So it is basically 10 other you can and then 

alternative partition can be previous. So 27 is 72 and this one. Here for example, this become this 

one and this becomes this one and this remain same and then we can find it, so this is the hash 

values and like one.  

Fold boundary it is basically alternatively. Fold boundary only the, this one and this one. So here 

this one and this one then you take it. So, whatever you take you can see, you can find for a 

given key some address you will be able to calculate. But the problem here is that it is obviously 



comparatively less expensive than the previous method, the square, the mixed square folding 

method.  

But here the idea is that here the numbers that needs to be considered should be a little bit larger 

one because here you can see as very larger, if the number consists of long integers like or digits 

then it is good, but it is also suffer from the coalition. Coalition, actually there are no any hashing 

technique that you can think for, which is absolutely coalition free.  
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Now, so for the coalition is concerned there are two ways this coalition can be addressed. One is 

called the closed hashing and another is called open hashing. Closed hashing means if you find a 

coalition, then suppose you have to store hundred elements into an array, so hundred location is 

given to you but because of the coalition two or more keys can come to the same location. But 

hundred elements to be stored hundred locations is there.  

So if you store more than two numbers into same location, so some locations will be made 

vacant actually. So what actually idea is that if you find a coalition then you have to go little bit 

less to search that if there is a vacant position then place it there. So this way if a hundred 

elements to be stored and if you generate even the address space which is less than hundred but 

still it can occupy. And this kind of technique is called the closed hashing. On the other hand the 

linear hashing, linear hashing technique this is the linear probing actually it is called.  
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And another probing is called the open chaining.  
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This is the example of closed hashing that I have told you. You just these are the elements you 

just consider. And this is the hash function. You see the coalition is coming. Whenever coalition 

is coming, you have to go to the next free vacant position keep it there. So this way it will 

produce it will store all the elements in this array. So this is basically the idea of the closed 

hashing.  
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Now let us come to the problem that they, there is a many way this closed hashing can be 

resolved. One idea is called chaining. What is the idea? That you calculate the hash address but 

coalition may come. For example, here coalition is coming but whenever the coalition is coming 

so what we can do is that we can maintain a linked list.  

And all the data, I mean same address can be stored into this linked list in the order they are 

basically calculated. Now the problem is that we do not have to go for this one and whatever it is 



there and not necessary the address space should be same as the number of elements, it can be 

even less also. So this is one better idea than the previous one.  

But one problem is that if you are not so much fortunate enough then all the elements can come 

to only one location and this list will go in this direction and it will become the single linked list 

storing all the elements and you know complexity will be very high. And here also absolutely 

you have to, whenever you have to find a target element calculate it and then come there. So you 

have to compare the key elements. 

So it is absolutely not that without any key comparisons. So somehow it key comparison is 

coming into this picture. So it is an hybrid techniques, but it is it works better assuming that all 

the elements that you have to work with, they are basically uniformly distributed or scatterly 

distributed then this kind of technique is far better and then that is more preferable. So this is the 

different idea that you can think about hashing.  
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And then with this hashing we can store the data and then we can perform search and searching 

is far better than whatever searching technique that we have discussed about either linear search 

or non-linear search better. So hashing in that sense is better.  
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The complexity calculation it is like this. If lambda is a factor which is defined this one total 

number of key values divided by total size of the hash table. This lambda can be greater than 

one, even less than one, whatever will the value it is usually should be less than one. Then we 

will be able to calculate about S lambda is average number of probes for a successful search.  

U lambda is average number of probes for unsuccessful that this formula is given. So this 

basically tells the percentage search that is required in order to find this one. And so this 

calculation says that this searching algorithm is better compared to the other technique that we 

have learned in this category.  
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So this is this is another for another time I have discussed about closed hashing and then 

chaining open hashing rather and the different analysis it is mentioned here. So this basically for 

the little bit analytical purpose so that how it works. A graph can be drawn giving plotting all 

these values then you will be able to understand how they can work it is there.   
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Now here is a graph you can follow. This graph actually shows how the different technique that 

works for you, now this is the green line that I have shown here. They are basically called open 



hashing. Open hashing means using linked list that I told. And this is for unsuccessful, this is for 

successful. And other techniques are basically closed hashing using random probing and linear 

probing. Now if we consider the random probing then it will take this kind of complexity.  

But as a number of probes increases the total rate of successful or unsuccessful also increases 

exponentially whereas for open hashing it is basically increases linearly. So this basically graph 

suggests that open hashing is a better one choice than the other closed hashing technique 

actually. Anyway so these are the different way the address calculation search can be done. We 

have given some idea about.  
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For details idea that you can follow from this book where the thorough discussion is available 

with a lot of illustrations and example so that you can follow this concept better consulting this 

book. Thank you very much.  


