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Operations on Binary Tree Data Structures 
We have learned about binary tree data structure, which is a special of its kinds and 

distinguishable compared to other data structures, like array stack queue link list. This is because 

it gives a non-linearity so far the information maintenance is concerned. Now, so information 

how it is stored in a binary tree data structures that we have learned in the last video lectures. So, 

in this video lectures, we will try to learn about different operations on this data structure.  
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So, the most frequently used operations are listed here like traversal, insertion, deletion and 

merging. So, let us see how all those operations can be defined first. Then we will go for 

implementation of all these operations in Java programming language, which will be discussed in 

the next video lecture.  



(Refer Slide Time: 01:29) 

 

Now, so operations on trees means how we can manipulate these data structures, manipulation in 

terms of printing all the elements those are there in the structure or insert a new element into it 

deleting an element from it or merging two structure into one structure.  
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So, these are the basically the major operations those are required in order to use it in any 

application.  
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Now, let us see first traversals operation. So, traversal operation is the most frequently used 

operation we can say, this basically as you know traversal means it is basically visiting all 

elements in the structure. So, all elements means here actually all elements are stored in the form 

of a node. So, basically we have to visit all the nodes of a binary tree.  
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Now, so traversal operation actually can be done in many ways and as you know a tree structure 

can be access from specific node that is a specially designated known it is called the root node. 

So, if we can start from the root node, then we have to traverse by following a systematic 



method, if you do not follow systematic method actually, we will not we may miss some nodes 

unvisited like, I am not visited. So, we have to do a systematic method to visit it.  

Now, there are many ways this systematic city can be realized, but out of these the three major 

mechanisms are there major techniques rather are there they are called infix traversals and 

prefixed traversal and postfix traversals. Now, so for example in this binary tree if we follow a 

particular order because this binary tree as you see it actually represents and arithmetic 

expression, so as I said that infix traversal is a very one kind of traversal actually, if we follow I 

mean this infix traversals on these binary tree, then we will be able to see that this will give an 

arithmetic expression in infix notation.  

We have also learned while we are discussing about stacks structure that postfix notation. So, 

postfix notation corresponding to another traversal namely called postfix traversal like. So, 

actually it is called the in-order, pre-order or post-order, in-order corresponding to increase post-

order corresponding to postfix and pre-order corresponding to prefix, prefix is just opposition to 

the postfix notation. So, anyway so there are many way the binary tree traversals can be binary 

tree can be traverse. Now, let us see how these techniques are what we have mentioned about 

three different techniques, how these three techniques are. 
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Now, so here I have given an idea about how different ways rather, how different ways that 

systematically a binary tree can be traversed, that mean all nodes in a binary tree can be visited. 



So, basic idea is that anyway you have to start from the root node, so this root node, then they are 

two sub trees may be empty whatever it may be. So, this is called the left sub tree and this is 

called the right sub tree suppose, so there are two sub trees and the root is there.  

Now, what we can do is I have mentioned is that in which order the things can be visited, I can 

visit first root node, then we can visit this left sub tree and we can visit right sub tree, now same 

mechanism we can apply to this left sub tree that mean visiting left sub tree means we have to 

visit the main node the root node of the sub tree and then again left of left sub tree then right of 

left sub tree and it will continue until we reach to the end node that is called the leaf node.  

The same thing is applicable to this also. Now, this is why the first way that it can be traversed is 

first root, then left sub tree, then right sub tree, alternatively we can do first left sub tree, then 

visit right root node then right sub tree, another another approach may be first left sub tree, then 

right sub tree, then the root node. Likewise 4, 5, 6, the different order actually. So, basically what 

are the different order?  

These are the three different structures can be visited. So, three different structures all taking all 

permutations (())(06:29) three factorial that means six different ways that can be visited. Now, so 

these are they are therefore altogether six different ways, it is a systematically of course, the 

ways the binary a binary tree can be visited. Now, let us proceed further, each visit if we follow 

how it will get the output?  

(Refer Slide Time: 06:52) 

 



 

So, here we can give an example to understand about it, let us consider that this is the input 

binary tree that means we want to visit this tree, so symbolically it has the structure like root, so 

root means it is a plus and left sub tree means this is the left sub tree and this is a right sub tree, 

now again come to the tree this basically just like a tree or like it in another tree and it is another 

tree, so visiting this part of the tree is the same way that we can follow whatever it is there.  

Now, let us understand about the different traversals. We have listed six different traversals here, 

now let us first consider this is the first way of traversing, so root then left sub tree right sub tree. 

I have tried here so if we visit root say suppose print, so it will print this one, then our task is to 

visit left sub tree of this node and then right sub tree of this node. So, now if we continue this 

way, so here actually should (())(08:00) a star anyway so okay fine.  

Now, if we visit this way then proceeding this one say left sub tree again left sub tree mean this 

one we have to visit this one, so here left sub tree when visiting, so it this basically the left sub 

tree visit. And you will see the right sub tree will visited at the end actually, so this is basically 

the idea it is there. Now, if we continue this procedure and then completes all sub sub trees 

whatever it is coming on the way we will be able to find finally this is the expression.  

Now, this is a particular expression, it is called the pre-order form, because here you are just 

opposite to the post-order we can see. So, what I can say that if we follow this approach or 

visiting all nodes in a binary tree, it will give the output in this order of visiting all the elements 

in the binary tree. Now, let us consider another ways that the same binary tree can be visited. 



(Refer Slide Time: 09:13)  

 

 

Now, so I you can try with I did not go for the details of all the digits but I have listed whatever 

the other visits can give the output there, so this is the first visit we have already checked it. 

Now, here the second visit, second visit basically according to this one, we have to visit left sub 

tree first then visit root then right sub tree is there, so in this order, if we follow then you will see 

this is the expression that we can get it, sorry, sorry, so this is the expression that we can get it. 

So, this is according the second visit.  

Now, again if we apply third traversals, I mean this one this one, so here you see first we visit 

left sub tree then we visit right sub tree and then we visit root and then again we repeat the same 



thing again for each sub trees. So, if we follow this kind of order ordering in traversals then it 

will give the output this one. And so, this way if you continue others, so these are the different 

output that it will give it. Now, let us summarize all that traversals that we obtained according to 

the six different ways that the tree can be visited.  
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Now, here is basically the different summaries that we have listed here. So, these are the 6 

different visits that we have already done and here you can see the visit 1 and visit 4 namely, 

visit 1 and visit 4 namely are basically same, but it is basically one is replica of others in the 



sense that one is mirror reflection of the others, so it is basically if we take the reflection of this 

here, so basically the two things are same.  

So, two things are same from either front to end or end to front in that sense likewise we can see 

the visit 2 and visit 5, if you check this, these two things are again mirror replica and finally this 

is the visit 3 and visit 6 are also mirror replica. So, what we can understand is that although there 

are 6 different ways that we can visit trees, but they are ultimately 3 are the actually because they 

can make sense and other 3 are redundant.  

So, we can say that visit 1 then visit 3 and visit 6 or we can alternately 1, 2, 3, whatever you the 

way you can say let it b 1, 2, 3 like, so these are the 3 different what is called the traversals those 

are meaningful. Now, again let us come to this 3-traversal little bit closely, then we can see it. If 

we consider the first way of ordering then it basically leads to pre-order traversal and because 

this gives you and expression in the prefix notation.  

Now, this is on the other hand, it gives the regular expression and it is called the in-order or infix 

notation and this traversal may be termed as in-order traversal and this type of traversals if we 

apply to an arithmetic representation of a binary tree we need to give you the postfix notation 

and this traversal can be termed as post-order traversal.  

So, in summary what we have learned we learned that if given a binary tree, it can be visited in 

three different ways producing the three different outputs actual, but whatever be the ways that 

you follow it will visit all the nodes without fail. And what are the three traversals? They are 

called pre-order, in-order and post-order traversals. Now, so this is basically the different ways 

that a binary tree can be traversed or can be visited.  
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Now, here I just try to write the algorithm for that, all those algorithm if you note they can be 

better defined recursively, because it is in a recursive nature, if you have to visit left sub tree that 

mean visiting the same fashion as the original tree to be visited and sub sub tree is the same thing 

the way the sub tree is visit like this one. So, these algorithm can be express in a English like 

language it, visit the root note R, this is I am talking about pre-order traversals.  

Then traverse the left sub tree of R that is in the same order it is in pre-order and then right sub 

tree of R in pre-order. So, is R TL TR and this is the algorithm that you can follow in order to 

realize this what is called the procedure and programming can be done if we follow this concept 

it is there. So, this is about pre-order traversal, likewise we can extend this concept for other two 

traversals namely in-order and post-order. 
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Now, again here is an example if we apply this algorithm we will be able to see it is basically 

pre-order so visit root, so root is visited, then here we have to visit left sub tree so that means we 

have to visit this one, once we complete these visit then we will go to this one. Now, here 

coming to this one again to visit left sub tree means we have to visit B and then we have to come 

to visit this one.  

So, it is B is visited and then come here there is no so come means we have D first, so D is 

visited and this part does not have any left sub tree, so next is we have to visit G, so D is visited 

and then finally G. And this completes the visit of this part then we have to finally visit E, after 

visiting this one then you have to visit E.  

So, this way it basically completes the visiting all the nodes in the left sub tree of the root. 

Likewise if we continue next right it is a right sub tree and then right sub tree means we have to 

come here, so visit C first, then this part left sub tree it does not have any left sub tree so we have 

to stop it here, then come here then F and it completes.  

So, this is the order that we can follow according to this technique actually. So, root is visited 

then left sub tree and then right sub tree. Now, when we visit left sub tree it is in the same order 

that we have to be visit it. So, this is basically the idea that you can have and then according you 

can see this. So, you can take any other binary tree and then apply this algorithm to practice 



yourself and how it is coming and then you can check it, so that it will give it. Now, so this is the 

pre-order traversals, let us proceed further for other traversals. 
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Our next traversal is called in-order traversal, as the in-order traversal says that the root will be 

visited in between the left sub tree and right sub tree that is why it is call in-order. Now, so here 

we first visit the left sub tree, then visit root node and finally visit the right sub tree. And here is 

a simple algorithm that we can follow written recursively that this procedure can be 

implemented. Now, here let us have some examples, so that we can idea about it. 

Here is a example. In this example as we see the same tree again. Now, what is the procedure? 

So, we have to visit this tree, so in order to visit these tree, we should visit this first, because it is 

a procedure that visit the left sub tree, then we will come back to visiting this one and then 

finally this one. Now, while we are visiting this part, again we have to visit in the same fashion, 

so visiting these part mean we have to visit this part first, then we will come here and then we 

will visit it one.  

Now, again visiting this part means again we have to visit this part, but here is… no node, so we 

have to visit D. So, first node that we will be visited is D, then we have to come to G, so G is 

visited, now this part is completely visited then we will visit B, then B is visited, once B is 

visited then our next task is to visit right sub tree, so E visited. So, this way it completes the left 

sub tree visited. So, this is basically visit of the lift sub tree up to this part. Now, we have to visit 



the next part, now visiting means so now this time left sub tree of R is in order visited next come 

to the A, so visit A once it is visited then we have to visit right sub tree.  

Now, visiting rights sub tree again in the same fashion, first left sub tree it does not have any 

elements, so nothing, then we have to visit C, so visit C and finally come to the right sub tree it 

has only one element so F. So, these basically right sub tree of the root, left sub tree and this is 

the order that we can find it. So, this is basically the in-order traversal for a given binary tree and 

this is an example.  
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Now, there is another traversals this is the last traversal approach it is called the post-order 

traversal, it is called the post in the centre root will be visited at the end that mean we have to 

visit left sub tree then we should complete the visit of all nodes in the right sub tree and then we 

will come back to the root to visit it.  

And this is the algorithm that you can follow, so these are the step here left sub tree then the right 

sub tree and finally root node. And the algorithm recursively defined in order to implement this 

procedure is mentioned here. You can simply follow this one and write a code, so that will not be 

a big job. And now let us come to the example.  

So, again this example that we can follow for the same tree. Now, here we have to lift sub tree, 

that means we visit this part, now here if we see if we follow the visiting of left sub tree in the 

same fashion, now here again to visit this one we have to visit left tree, now to visit the left sub 



tree again we have to come here but here is null then you have to visit the right sub tree the right 

sub tree means we have to visit the G, so G is visited then once G is visited we come to come 

back to D, so D visited and then this completes the left sub tree of these (())(20:10) one.  

Then we have to visit E, so E is visited and finally when both left sub tree right sub tree visited 

we have to visit B, so finally B is visited. So, this completes the left sub tree of the root node A is 

finished, then again we proceed to the we will continue the same procedure for the right sub tree. 

So, visiting the right sub tree is basically fine so C and then F and A.  

So, this way we will be able to I mean first you have to left sub tree there is nothing so then F, F 

is visited because it is in that order and then finally we come to the C, so this one, so these 

basically the visiting of the right sub tree, so this is the post-order traversal. Now, given an 

arithmetic expression if we visit it then it convert in to postfix expression also.  

So, in this sense, I just want to recall you we have used the stack to convert given an expression 

in the infix to postfix, but there is an alternative approach also if we use binary tree and if we 

store an expression in a in the form of a binary tree and then it in-order traversal gives a infix and 

then post-order traversals gives you the postfix notation, pre-order traversals can be also 

obtained, I mean if you apply then it will give the prefix notation. So, there are different way the 

way an expression can be stored or represented can be easily obtained by this binary tree data 

structure. So, this is another application of binary tree data structure we can say.  
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Now, let us proceed further. So, we have learned about the different tree traversals and now let 

us see the insertion operation. Insertion operation means given a binary tree we have to insert a 

new node into it.  
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So, there are two step actually insertion procedure first, first of all, I told you once that a binary 

tree usually contains non-duplicate elements in it, because duplicate elements there is no 

meaningful things are actually there, so we assume that all nodes are distinct there. Now, 

whether so we have to insert first we have to check whether I mean whether the node is already 

exists or not although it should not be but this is a customer rechecking that okay, we check that 

if the node is exist would then definitely we should not go for insertion.  

Now, so first we have to search that if the node exist in the binary sub tree or not. If exist then we 

do not have to do anything, if it does not then what we will have to do is that where the search 

end there actually we have to insert the node the new node to be inserted. Now, the question is 

that how we can see that whether our searching end or not, searching will end where actually. So, 

this can be explained with an example. 
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And here is an example for example, say suppose we want to insert G and we found that G 

should be inserted as the left child of this node, now so what you can do is that we can start from 

here we can come here and we reached here and then this basically is an empty, so we just store 

the address of this node in this field, this means that it will establish a link from this field to this 

node actually, so this way new node will be inserted.  

Now, let us come back to another approach saying we want to insert not here but we want to 

insert where C is present, so we want to insert G here where C located, so what you can do is that 

we can just push these things little bit one and then these can be made link that means this A the 

right part of this link will store the node G and then either these part or these part anyone part we 

can be at address to the C. So, this means that it will point this one and this will point this sub 

tree here.  

So, this way the node can be inserted, here anywhere actually in the tree. But here again problem 

you can say that, no no, we will not insert as a left sub tree, we can insert the right sub tree, that 

also possible, we can insert we can make a link from this field to the node C which basically 

store the left right part of the sub tree of the node.  

So, this way whatever be the technique that you can follow so insertion procedure can be like 

this. But as you know there is an ambiguity or little bit what is call not safe (())(25:03) precise 



rule, but without any precise rule the algorithm cannot be implemented, so we should follow 

some standard method of inserting a node into a binary tree.  

But while inserting a binary tree standard method imposing a standard method is really not so 

easy job, so we have to think something else that we will discuss how a precise rule can be 

formulated, so for the insertion is concerned so that an anyway so that it is uniformly insert into a 

same location all the time, that means there should not be any ambiguity. So, this is about the 

insertion procedure that we have learned about.  
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Now, next is deletion operation.  
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Now, deletion operation like insertion is a two-step procedure. So, first of all we have to check 

that whether the node exists or not, because the element that you want to delete that may not be 

available in the binary CST, if it is not there or if binary tree is empty whatever be the situation 

then in that case your deletion will fail, rather you do not have to do anything.  

On the other hand, if you find the node that it is present there then the next step is basically 

manipulate the link that means you have to just remove this node and then for all other nodes 

should not be lost their link so you have to update the links. So, this is the procedure that you can 

follow. 
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Let us, have an example so that we can understand the arithmetic method of deletion. Now, 

suppose this is the input tree and we want to delete this node G, so simply what is the matter of 

deletion is that this is a leaf node and deleting a leaf node is easy, so they are basically the link 

which basically stores in his parents needs to be updated. So, that means that initially it will give 

the link to this node. Now, we have to make a null into this field, this means that it is deleted 

from the node.  

So, on the other hand if suppose we have to delete B here, now deleting B is not that same 

procedure, rather what we have to do is that we have to update many links in many nodes there 

actually. So, if we delete B then we have to maintain D E so many things are there. So, maybe 

that okay, once we delete B that means D can be made it in this way, so this basically linked that 

D when whatever the link because B is deleted so this information should be stored, so this 

information then I can store here.  

Again, ambiguity is there, why it is D? Why it is not E? So, E can be replaced B and in that case 

again the link updation is possible. So, again the ambiguities are there. Now, again in order to 

resolve the ambiguity we have to decide a certain protocol or policy or a species rule and then 

that all those things ambiguities can be avoided.  
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Now, let us come to the another operation merging operation. As I told you merging operation 

means we have to combine two binary tree into a single binary tree, sometimes it is very useful 

in many application that we have given two or more trees and we have to combine all trees into 

one, can making a larger trees like.  
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So, for this purpose the merge operation can be applied, so I can explain the merge operation 

how it looks like, now so here is basically consider this is the one tree T1 and this is another tree 

T2, now merging can be done in many ways actually, now here the merging can be done for 



example, I can merge all the nodes of this T as a because it has the two links, so we can make 

either anyone to this link, so this way it can be merged easily. So, we have to check that whose 

link part is still null, then we can make the root of the another tree as a link and this way it can 

be.  

So, this is true for here or here or there anywhere because there are many link null link fields are 

there so we can do it. But again here if you see there are many way merging is possible, it means 

the operation is again ambiguous. Now, we have to make certain rule again precise rule that how 

the ambiguity can be resolved, so that it can give unit tree always whenever we perform merging 

for the same set of trees.  

Another approach that can be followed is that, that approach is basically we can remove one note 

that mean delete one node starting from the root node and inserting the same node into another 

tree. So, this way that is also but it is again costly appear because we have to delete all nodes in a 

one tree and then insert that node into the same tree, so altogether there is a huge number of both 

deletion and insertion operation takes place, compare to the previous approach that we have 

given it is easy actually just simply managing one link that is all.  
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So, there is again trade-off of that which method we should follow and depending on these things 

the merging operation can be made either very expensive or it is less expensive depending on 

what protocol what procedure you follow. So, if suppose here root node does not have left sub 



tree link left part, then we can easily combine it and then this way the merging can be done. So, 

here for example, so this is the T1 T T1 T2 and fortunately if we see that the root node does not 

have only right link part so I can make the link to the next node.  

And this is the resultant T that you can get it. But again, you have to be fortunate that this root 

node does not have either left or right link there. So, there is a many situation are there and then 

it is the task of the computer scientist to decide very nice approach there, so that all those 

problems can be address later. And we will see how this problem can be address if so far the T 

data structures is concerned.  
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Actually, to address all those problems regarding insertion deletion regarding merging even 

insertion deletion whatever we have mentioned here that in order to resolve these things scientist, 

they propose different form of the binary term, each form will follow certain specific properties.  
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Now, based on this certain specific properties, there are numerous types of tress are there, I have 

listed only nine different type of trees, but in this lecture it is not possible to discuss all the binary 

trees that I have listed here. But there are few binary trees which are very important and most 

frequently used and it is a very interesting also, I have listed four such binary trees like binary 

search tree then heap tree and then Huffman tree and another is called the height balanced tree.  

Height balanced tree is also called AVL tree, each tree has their own what is called the unique 

characteristics their advantages some tree have their own merits demerits, there is a pros and 

cons whatever it is there. So, in our next video lectures one by one we will try to understand 



about four different tree and then the operations that we have discussed all these operation in the 

context of specific trees and finally there programming. 
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Now, if you want to understand about other binary tree other type of binary tree, then I will 

recommend you to follow this book chapter 7, where all such trees are discussed in details with 

their operations algorithm there characteristics and applications. So, we have learned about the 

operations on binary tree as a whole or in general, but in our next lecture few lectures we will try 

to understand the operations on binary tree again with reference to a specific type of binary tree. 

Thank you very much. 


