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Hi, welcome back to the lecture series on GPU architecture and programming. So, coming to the 

continuation of the earlier lecture, I believe we have been talking about multi device 

programming, where we have built context containing multiple devices, we have set of queue 

about multiple command queues each one queue for 1 of the device and we are trying to see how 

the devices can execute kernels concurrently.  

(Refer Slide Time: 00:47) 

 

So, in that way, this was our example. 

(Refer Slide Time: 00:50) 



 

That I have got this program to which we are setting up to the queues, 1 for the CPU and 1 for 

the GPU. And we are trying to have this kind of we have here that the kernel running on the 

GPU device who has got some output. 
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The kernel running in the CPU GPU device has got some output, and that output is going to be 

used by the kernel running on the CPU device right. So just a small change here like spurred this 

model, what we have done is the CPU has device 0, GPU is device 1, I believe that has got 

exchange. So I hope that can be figured out anyway. So coming to the problem further, so 

suppose you want this execution and that you enqueue first in the GPU.  

 



So let us say we call device 0 as GPU here although it is a bit different here device 0 CPU, but 

let us go with the figure here. I believe the concept would be clear so, for device 0, that is the 

GPU and you want to enqueue the kernel. So this is how you will do it, you include the kernel, 

but what you do is along with that you have a declared events, events 0 CPU event, 1 GPU, and 

maybe I believe we will just say we will just say these are events GPU and event CPU.  

 

So this event CPU event GPU. So, when this kernel executes, it will just output and event GPU 

and all you want is the second kernel should start only when the event GPU is available to it. So 

it is sensitive to event GPU that is why for the clEnqueueNDrangekernel, you are in queuing this 

kernel at the point I mean, you have enqueue this kernel for into the CPU queue, queue CPU, and 

for this kernel, you are waiting for the GPU kernel to finish.  

 

So on when the GPU kernel finishes it outputs the event GPU event. Since I have it in the event 

list as I make it make these commands sensitive to even GPU. So when this is received, I will 

have the other kernel which is enqueued in the CPU queue this will start executing, and when 

this finishes, it will emit this event CPU. Now, then we have these 2 clflush commands like 

discussed earlier to flush both of the queues.  

 

And this only guarantees that all queued commands to this to the command queues they will 

eventually be submitted to the appropriate device. And what of course there is no guarantee that 

they will complete after the clflush returns right. So this is something we have already discussed 

that if I reach these are all in a synchronous commands such commands I am getting enqueue 

here in the host program like this is the host program I am using into enqueue commands.  

 

But once these commands are enqueue when I do a clflush of each of the queued the clflush is 

ensuring that whatever commands have enqueue for the CPU whatever commands have 

enqueued for the GPU, they are dispatched to our devices, whether they are finished or not that I 

am not ensuring for I will have to put in something else like clfinish. So, this is a demonstrative 

quote to give you the idea that what is the ability here.  

 



So, please mark this correction and also here, just like we are device 0 and device, 1 for the CPU 

and the GPU, and this is a bit different, so, that will be another here now, without going to the 

detail less than a week, let us say that how I can make it more generic. For example, I want 

multiple devices programming working concurrently. And I have more number of devices let us 

say, I have got 2 devices, 3 devices now, and I have multiple devices working in a parallel 

manner.  

 

And both devices, both of these GPUs do not use the same left buffer and they will execute 

independently. And the CPU queue shall wait until both the GPU devices finish right. So let us 

say that is what I want to happen. So maybe for the idea is that GPU kernel 1 will execute kernel 

0 will execute in device 0, it will output something in the memory buffer, then kernel an in 

parallel kernel, so kernel 0 is executing in device 0 that is, that is the command you have 1 GPU.  

 

Kernel one is executing in some other device, which is device one, which is the command to 

have another GPU. So as you can see that they are independent kernel, they can execute in 

parallel. And after they have executed let us say that they copy the data to the memory buffer. 

And then the requirement is I have a kernel 2 which is supposed to execute in device to here 

which is a CPU device. And I have enqueue this execution command here in the command queue 

of this CPU device with a dependency that this kernel should wait.  

 

And it should start executing when the kernel 0 and kernel one both of them have completed 

their execution, they will then access them and then and then they will output the result.  
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So, we are trying to see that how that can be done. So, overall in a summary, this is a 

implementation example of a concurrent and pipeline model of multi device execution, where 

they have a single context on the platform, but with 2 GPUs and one CPU device. So what we 

are doing is we are creating three command queues 2 queues for the 2 GPU And one queue for 

the CPU the kernels are enqueue on the CPU command to the wait for the kernels which 

enqueued on the 2 GPU command queues that are to finish.  

 

And when both the GPU devices have executed concurrently and they have their and they have 

done their job they are not only I want the CPU kernel to execute, but these 2 GPU kernels they 

have no input dependencies so they can just go and executing without any event for which they 

have to wait so they do not have any waitlist, right. So since they do not have any waitlist, I can 

have this queue for GPU 0 and Q for GPU one, I can just immediately into the kernels I do not 

have any waitlist so the event waitlist is null for both of them.  

 

But when this one is done, this kernel GPU kernel this kernels are done for GPU 0 and GPU one. 

They will be emitting the event GPU 0 and event GPU 1 now the functional they want to 

implement is that the CPU has should enqueue a kernel in a queue CPU and this kernel should 

wait for both of these events right. So, that is captured by this event list right. So, I have event 

GPU this should use waitlist containing 2 of these fields.  

 



So only when both these events go to their complete status, then this kernel which has enqueued 

here can start executing so kernel CPU can only start executing after kernel GPU CPU in both 

the devices have executed and this dependency can be captured like this. I do not want any more 

dependency like there is no further execution based on the completion of the execution of kernel 

CPU.  

 

So I do not have any further dependency this is set as null. And like earlier, we can just flush all 

the queue that means these commands are ensuring that all the previous commands from each of 

these queue have been dispatched. So this is something I will keep on saying this is again a host 

program, it is just giving that the kernel for execution. It is not forcing them to execute and the 

queuing is done along with dependencies.  

 

So when the program reaches here, I will wait here until I ensure because it is a clflush is a 

synchronization primitive like the host program will go past this only when it is ensured that 

GPU 0 this queue the kernel that has been ensure include here that has been dispatched. So that 

is ensured then I will wait in clflush queue GPU one unless and until the kernel that was included 

here that has been dispatched.  

 

And finally I will wait here and I will get first this point only when this kernel which is kernel 

CPU which is waiting here that gets dispatched that means it has to ensure that the previous 

kernel has finished and the events are fired. So that this can get a start executing right. So in this 

way, the clflush actually forcing the execution to happen and with otherwise the host program 

cannot go beyond this point right. So, with that we have our discussion on multiple device 

programming with multiple command to support for a stem context.  
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Now, let us talk about a scenario where I have multiple command queues with different contexts 

in different devices. So, the typical scenario you will want to do is you have context you did with 

respect to particular platforms, for an in different platforms, you have different devices like that 

hypothetical example, we were trying to demonstrate earlier. In each of these contexts, you can 

you have different devices and four different devices, you can create separate contexts and you 

can synchronize an instance you have now devices sitting in different contexts. You cannot 

synchronize execution of events across context that is not possible.  

 

So in that case, you have to go through the host program. So the only way to share data between 

devices would be to use clfinish, because if you have clfinish, then those command queues have 

to actually, I mean, I can go beyond the clfinish synchronization primitive, only when all the 

commands that have I have enqueue on up to that point of time in that queue, all of them commit 

and finish their execution.  

 

Then once that is done, I have the output data of that execution in that device available I have to 

explicitly, copied from 1 context to the other context. And then inside that context, I can start in 

giving commands for using that data in this separate context right. So in this way, the idea would 

be that I have to orchestrate data movement across contexts and I have to use primitives like 

clfinish, to ensure that execution has actually finished in 1 of the context, so that the data is 

ready, which can be moved across to a different context.  
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So, if we do look at such examples that you have, you are creating multiple command queues 

with different contexts that are sitting in different devices, you have different contexts sitting in 

different devices, and you are creating a different set of multiple queue for the devices. And in 

this example, as you can see, the typical code would be like you get the platform idea like earlier. 

And then of course, you should have a context at it and you have a set of queues right now CL 

command queue array for each of the platforms.  

 

So, as you can see you have a context array and you have a command queue array. So, you have 

context array for proper platform, right. And you can also have this command queue array as we 

discussed in the first thing, you will do is you will try to discover the set of platforms right from 

and their platform IDs.  
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And then once you have got the platform IDs, you are trying to get the device IDs. So, this is the 

kind of code we are a bit familiar with. So, inside the loop you are looping inside the number of 

platforms. For each platform you get inside the loop, you identify all the devices in the platform 

using this command. As you can see that if you are using CL get device IDs with the flag, CL 

device type all is discovering all the IDS all the all the devices have in total number of devices 

and that is pushed into this non device variable.  

 

And then you allocate suitable amount of memory which is equal to the number of devices 

multiplied by the size of CL device ID you look at that must be able to this device IDs at it. And 

then again, you give a call to CL get device IDs. So that for this specific platform, we are inside 

a loop in each iteration, we are inside 1 platform. So for that platform, all the devices, ideas that 

have been discovered, I mean, they are actually provided in into this device ID array right.  

 

Now, for all of these devices together, what you can do is, you run this kind of loop using this 

loop, you are creating a set of contexts, separate context for each device as you can see. So, 

technically what we are doing is we have a set of platforms. For each platform, you discover the 

set of devices for each device, which is whose ID is stored in this device IDs and this is done in 

the last line for each device, you store its IDs in the device IDs array. For each of the device IDs, 

you create one context for each of the device IDs inside each context, you create a command 

queue right so these are you move forward.  



 

So this is again, this is an example problem, we are trying to show examples of pipeline 

execution of multiple kernels in different command queues in this case. So what we have done is 

we have defined 2 contexts for 2 devices. And each of these devices have their own command q. 

So let us say this is one platform, one of the platforms inside this platform, I have 2 devices, D1 

D2. For each of these devices, I have created a context or better to sit here and I find and for each 

of these I have inside each of these contexts these devices, and they are command queues, right.  

 

So I would say I have a queue 1 and I have a queue 2. This is the kind of setup we are looking at. 

So now considered that I want to do execute things in such a way that there is a dependency 

between kernel 1 and kernel 2 that is output of kernel 1 is user input to kernel 2 what we do is we 

have a CPU and a GPU in the platform. And kernel I assign kernel 1 to the CPU and I send 

kernel 2 to the GPU, right. So for doing this whatever code is required, let us say that has been 

already written here.  

 

And in that way, and I have set up both of these queues. One is the queue for the CPU, which is 

one of the devices one is the queue for the GPU use other device and they have been assigned the 

task executing kernel 1 and kernel 2. So, first I do a write buffer. So, in the queue of CPU, I do a 

write of some buffer A and then in the queue of the CPU, I do a write of the other buffer B and 

then I execute kernel one in the CPU which will be working on the data of buffer A and buffer B.  

 

And once it is done, if will output this kernel event, now, I have this read buffer command here. 

So that is a way I can ensure that well, this has then this command which I enqueue for a 

launching a kernel which is kernel alone, and that has been finished when this kernel event shall 

here, and this is in the event list for speed buffer. So only when this Colonel has been actually 

launched from the queue to the device, the CPU device and it has finished execution, I will have 

these event ready and with this event firing now I have the read buffer command read execute.  

 

And with that read buffer, I will have the buffer see which is the output of kernel one it will be 

transferred from the it will be transferred and once it is transferred, I will have the read event this 

read event set right and at the end I have this CL finish here if I go with this the host program 



goes beyond this point. That means, all these commands that have queued up in the CPU queue, 

they are actually dispersed even though they are not finished execution.  

 

So, here I am blocking it until all previously queued commands this is clfinish or clflush. So, I 

am actually blocked here until then unless all these commands which has been queued up they 

have been dispersed as well as all of them finish, right? Because is clfinished, there is not a 

clflush. So, they have their finished execution in their stated device.  
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So, all that is happening is almost same. Only thing is here we are showing that we are working 

with different contexts, right, we have this kernel data, which is there in different contexts. I 

mean, since they are in different contexts, so I have to make these reads and writes. So I put the 

data in the context of the CPU, right? And then, and so for that, I have to enqueue commands. 

And then I execute the kernel, after executing the kernel, have to treat it back, because it is not in 

there. I mean, the GPU device is not in the context.  

 

And then I have to read back the data. From I have to read back this the data to the context of the 

GPU. So, for that, I will now again have this right buffer command executing. So, it will copy 

some buffer d to the queue of the GPU and then I will have kernel 2 executing in the GPU. So, as 

you can see that this is going to execute only when so, I have this kernel to which is executing 



here. Now, for this I have a guarantee the since I have put in a clfinish so, all these operations 

that were done earlier, they are finished.  

 

So, after that I have this kernel 2 executing and once I have content to complete it, which is 

being ensured by the event kernel event, which is there in the sensitivity list of this command for 

this read buffer command. So since so only when kernel event fires, that means this come this is 

done, then only I am going to read back the output. Assume that is there in some buffer out. I am 

going to read it back. And then I give again, I fire the read event command. So again, I will put 

in a clfinish in the queue GPU. 
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So I have this 2 context for the 2 devices, each of them have their own command queues. And 

there is no dependency between the 2 kernels and they can execute completely concurrently. So 

if I want that kind of behavior, then I would just enqueue them in parallel without any kind of 

dependency coming back here. So if I have this line of the code, the execution is pipeline. That 

means kernels which is executing in the CPU, once it is done. 
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So, this is the other kernel is executing in the CPU. The read commands have been the right 

commands actually ensure that buffer A and buffer B we are copied in the context of the CPU 

and then the kernel execution of CPU and then the output of the kernel which is buffer C is 

copied from the context of the CPU to the host side and then once I have copied this, so these are 

the host side data points maybe we were not showing how they are initialized assume that h a, h 

b or h c are available in the host side memory.  

 

They have been declared null of h a, h b and h c has been initialized. So, we copy the content of 

h a and h b into buffer a and buffer b which are in the context of the CPU device, execute the 

kernel and then after the kernel executes, I have the data available. So, I have a read buffer now, 

which is ensuring that the kernel executed through this event dependency of kernel event and 

then it reads back and it reads back the content of buffer C to the host side memory h c.  

 

And then this is being written to the there is a right buffer command, which is writing h c in 

some buffer D, which is there in the context of the GPU. So, maybe if we just repeat what things 

are going on so, I have these 2 contexts they are they are separate contexts. That is why we are 

doing all this reads and writes. So, you have CPU, you have the queue for that we have in queue 

in commands, you have the GPU, you have just put them in separate contexts, right.  

 



And we are trying to see that since they are in separate contexts, I have to set up the offers the 

buffer A and B, where I copy the data from the host side h underscore A and underscore B they 

will the kernel will execute it will have the data in the buffer C from that I will copy back to h c 

host side memory then I will be copying h c to the GPU side buffer D and now I will have this 

ND range kernel GPU which is going to start execution and once it has executed you will see 

that it will output again another kernel event. 

 

So, it will again output and kernel event here and this kernel event is actually being used for 

ensuring that now when to start that I will do the read buffer again So, This output is available 

here in some buffer out the buff output of this kernel two is available in some buffer out and then 

it is copied back to the host side memory which is h out right. So, these are things are happening 

and finally, we have a clfinish to flush out both this queue and the other queue here.  

 

So, this is how we are trying to show that how things are pipeline that means, when the execution 

is done, we are able to actually copy things to the next device. Of course, when and how this is 

useful. That is something that you have to figure out where then is at all useful for the 

application. We are just trying to show that how things can be done that how you can have 

device executing in one context and you can get output from that context and you can copy it to 

the other context.  

 

We are trying to show that it is necessary when you have devices sitting in different contexts, 

then the memory objects are not shared. So, whatever is the output of a corner executing inside 1 

context which is to be copied to the host side memory and it has to be copied back to the other 

context. Now, of course, if there are no dependencies here, you but as you can just enqueue stuff 

in 2 different contexts accused in 2 different contexts and they can just continue execution right.  
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So, overall, if we are talking about such concurrent control execution, so then this concordance is 

a property of a system in which you have a set of tasks and they can remain active and make 

progress. So that has seen at the same time, the programmer would need to identify the 

concurrency in their problem in case you are you want to develop a program for such 

concurrently execution in heterogeneous platform. And if the point is the program id up to 

remember the differences.  

 

The abstractions and accordingly do the mapping of the workloads or the kernels and their 

dependencies into different devices with through the abstraction of device kernels and platforms. 

And also the programmer has to use this idea of events and their synchronizations to efficiently 

schedule the host program. And the concurrent tasks that may be running will be of the following 

kind, you can have different kernels for different independent applications, you can have 

different kernels without any kind of dependency between them.  

 

They are from the same application that is also possible right to have 2 dependent kernel 2 

independent kernel running maybe on they are both of their outputs, something else can depend. 

But these 2 kernels have no dependencies, there is also part possible. So this is also when you 

can have concurrency of tasks or kernels and you can have situation the 1 kernel, it has been 

partition that is let to the kernel requires 1024 threads to execute. 

 



You just partition the input data space to 2 different devices, you copy it in a partition way to 2 

different devices. And you launch half of the number of threads into device 1 how the number of 

threads in the device to and execute them. So that is also a partition instance of the same kernel 

and this also like concurrent tasks execution. So these are the possibilities in which you have 

concurrent all execution in a multi device platform with this, we like to end this lecture. Thank 

you. 


