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Welcome to this lecture. In the last lecture, we had discussed about how to estimate the 

reliability of a given software application. One way we had said is a reliability growth 

modeling. We can consider a model; there are several models have been proposed, we 

discussed only three models. So, these models are basically graphical representation of 

the failure rate over time.  

And, for the specific software application that we are interested we just collect its failure 

data over time and then try to plot it and see that which model is the most accurate which 

fits this our failure data most accurately. And, based on that, we can predict the 

reliability of the software after certain time at the present time and so on.  
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The second approach we discussed was statistical testing. In statistical testing, we use the 

operational profile and design test cases. Even though name is testing, here, the objective 

is not to detect bugs. The objective of statistical testing is to estimate the reliability of the 

software. Here we design the test cases such that the test data correspond to the 

frequency of invocation of the functions by the users. If the users on the average invoke 



some functionality 40 percent of the time, then our test data should actually have 40 

percent test data corresponding to that functionality.  

The other important thing is that, it relies on using large test data because as the name 

says it is a statistical technique, we should have a significantly large data based on which 

we can infer and predict the reliability after certain time. If we use only handful of data 

that will give a very wrong result and also we assume that only a small percent of test 

input is likely to cause system failure. If there are system failures occurring in almost 

every test cases, then of course, the prediction of reliability will not only be poor, but it 

will be very gross it won’t be accurate.  
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But, the complexity of using statistical testing is that how do we generate test data 

because we need a significantly large number of data. It should be statistically significant 

number of data and not only that if we give data that are most likely to be input by the 

user that is ok, but then we must have a significant percentage of unlikely input data 

should be also included.  

These basically correspond to the corner cases that is the input value that the users give 

on normal operation that is fine, but then we should also include the input values or the 

combination of the input values which the users normally do not give, but may sometime 

give and those are the ones which actually cause failures. Those are called as the corner 

test cases.  



But, creating those test cases are actually the challenge. The normal values that we can 

easily generate, but the unlikely values that becomes a big challenge and the statistical 

testing, the accuracy of the result depends largely on whether we have taken care to have 

enough corner cases, significant percentage of these corner cases.  
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Here we give a large number of input for the ones which are frequently used by the 

average user and therefore, the average user will find that the system is portrays his 

estimation or his understanding of the reliability of the software. And, here the idea is to 

test the parts that are frequently used with more test cases and therefore, those are the 

bugs in those areas are removed.  

The frequently used functions they were fine because lot of test cases have been 

designed for that and therefore, not only that we get a reliability estimation, but also 

significant number of bugs are removed and that too from the frequently used functions. 

And, therefore, the reliability of the software appears to be higher compared to when the 

bugs are removed uniformly from all functions. Here we are concentrating on testing the 

function which are most frequently used. 
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And, here we define the test data based on the operational profile and therefore, it gives a 

accurate estimation of the reliability as perceived by the average user compared to the 

other type of measurement because the test data is generated based on the operational 

profile.  
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But, if we think of the disadvantages of the statistical testing one is that the results to a 

large extent depend on how do we define the operational profile and also how do we 

design the test cases based on the operational profile. Even if we define the operational 



profile by a laborious study where we collect the logs across a large number of users; in 

actual users scenario of the software, but then even if we have the operational profile 

correctly the first challenge is to define the operational profile. It has to be collected from 

the actual users situation and also a large interval of users.  

The second problem is that even if we have the operational profile correct, how do we 

design the test cases. Designing the test cases that are rather usual test values is not 

difficult, but selecting a proportionate unlikely input or the corner cases is a big 

challenge and if we do not do this the results would not be accurate.  
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In the summary of our reliability study we can say that the reliability of a software can be 

defined as the trust worthiness or dependability. More accurately this is a very overall 

definition trust worthiness or dependability is their intuitive idea of the reliability of a 

software. More accurately we can say that the probability of the product working 

correctly over a given period of time.  
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And, we had seen the problems in software reliability measurement. It is seen that the 

reliability changes as bugs are detected, unlike the hardware and not only that it is 

observe dependent. The reliability of a software depends on who is using and therefore, 

we had said that we must use the operational profile to estimate the reliability.  

Our test cases should be designed based on the operational profile of the software then 

we can get a result of the reliability which is agreeable across most of the users and the 

operational profile is based on the different classes of input and the probability of their 

occurrence.  
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And, the statistical testing is based on testing using a large data set. Tens of thousands or 

millions of data, test data which are designed based on the operational profile to get a 

very realistic figure. We will now discuss about software testing. The project manager 

needs to also understand the software testing issues because finally, getting a good 

quality product testing is a major contributor. 

And, to manage the software, so that the software is a good quality the project manager 

needs to understand some of the basic issues in software testing. With that motivation, 

we will discuss some issues on software testing.  
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The first thing we will discuss is the difference between a fault and a failure. When a 

program is being tested it may fail. For example, on a given input it may display fatal 

error, the program will not now terminate. What we are observing here is not a bug, if we 

gave the input test input and we observed that this message came that the program will 

now terminate fatal error. We are observing the failure not the error.  

So, what we observe on testing is a failure, but the failure is caused by a defect, bug or a 

fault. In other words, we say that a failure is a manifestation of a fault. There is a bug 

somewhere in the code and that cause the failure, but we observed the tester the failure. 

But, then, do every bug in the software cause a failure? No, there may be bugs which 

may never cause a failure. We will just discuss about that little later. You can also think 

about it that how can a bug be present, but not cause a failure.  
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Let us distinguish between error, fault and failure. Programs, even though now a lot of 

automation automated tools are available, still programming is largely effort intensive. In 

1993, IEEE standard 1044 errors and faults were considered to be synonyms. But, in 

2010 revision finer distinctions were proposed, because there was a need to be more 

expressive in communications, we need to distinguish between error and fault because 

coding, designing etcetera are laborious manual effort and people do mistakes. And, 

therefore, we must know what is a error, mistake, fault, failure because these are the 

terms that are frequently used in this area.  
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To understand we will just see this picture here the programmer here is typing using his 

laptop or desktop and initially he does the specification, design and then code. During 

the specification may make several mistakes. The mistakes we represented using this 

blue rectangles, but many mistakes they do not create problem, they are not bugs. Some 

of them are bugs, but then all bugs do not create failure, some bugs create failure.  

Similar is the design and the code. The code the programmer may make mistakes or 

errors, but all errors are not faults. Let us say the programmer made a mistake instead of 

writing a is equal to b made a mistake wrote a equal to c, but then it so happened that b 

and c had the same value and therefore, it is a not a bug, it is not a fault. But, it was a 

mistake on the part of the programmer, he should have written a equal to c, but he wrote 

a equal to b.  

But, then some of the faults may cause failure. There may be a fault let us say 

erroneously wrote that on some condition b is equal to 2 into b, but then let us assume 

that condition never occurs for the normal inputs. Instead of writing b into 3 written b b 

is equal to b into 2. There was a mistake committed and that is a fault, but then that does 

not cause failure because those inputs are not given during the actual uses.  

Anticipating that such conditions may occur the programmer had given, but that 

condition never occurs and therefore, that bug does not express does not manifest as a 

failure.  
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All programmers however proficient make mistakes and many of these mistakes they are 

basically bugs remain in the code and even with the most experienced programmers the 

data collected shows that average there are 50 bugs per 1000 lines of source code, is a 

large number. Even after testing thoroughly by professional testers, we do not really 

eliminate all the bugs.  

Out of the 50 bugs that are there after the programmer completed programming by the 

time the testing is over most of the bugs are detected, but still 1 bug per 1000 lines of 

source code is typically present, is a study saying that even after though testing, 1 bug 

per 1000 line of source code is still there.  

For some applications this may be acceptable, but let us consider a banking application 

where there is a bug and when the bug gets triggered into failure, there may be 

significant financial loss or may be a nuclear power plant, 1 bug per 1000 line of source 

code is not acceptable because those are safety critical systems, can cause huge damage 

if there is a failure.  

But, what is the distribution of the bug? Typically majority of the bug that remain after 

development pertain to the specification and design, 40 percent of the bugs are based on 

the coding mistakes. Specification and design contribute the larger percentage of bugs 

about 60 percent; 40 percent bugs are present due to coding mistakes.  
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But, given that program development is a manual activity, bugs are inevitable because 

people do mistakes after all, how does one go about reducing the bugs to the minimum? 

One technique is review; review the work at various stages that is very well accepted 

technique to reduce the bugs. Testing – this is possible the most important technique, 

most effective technique to reduce the number of bugs.  

Formal specification and verification this can also be used to reduce the bugs. And, even 

use of a proper development process, developing good quality software then also reduce 

the number of bugs. So, as we can see that there are various ways in which we can 

remove the bugs and testing remains as one of the most promising ways of reducing the 

bugs.  
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But, given a software how does one go about testing? To test any software we need to 

give it input data and then observe the output, and see if the generated output matches 

with the expectation we have for the given input. That is, observe the output and check if 

the program behaved as expected; is the system software to be tested we give input and 

observe if the output is as we expected otherwise we say that there is a failure.  
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If the program does not behave as expected, we find what are the test data we gave and 

under what condition we gave the test data that is this software was at what state when 

we gave the test data. And, this we note it down the condition and the test data and this is 

called as the test report which contains all the conditions under which different data were 

given, the output produced and whether it was a failure or not.  

And, these are taken up later by the developers. They reproduce the failure, debug and 

then debug and then correct the software.  
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Out of all development activities, testing consumes the largest effort. Largest man power 

among all roles, companies invest heavily on testing, give much more effort to testing 

than design, coding or specification. And, of course, that means, that if you walk into a 

company you are more likely to meet a tester because number of testers are much more 

than other roles, which also implies that more job opportunities in testing because the 

companies need large number of testers.  

For a typical software, 50 percent of the development effort is spent on testing, but then 

if we look at the time for which testing is carried out it is about 10 percent of the 

development time. If it is a 1 month project, then may be hardly 3 – 4 days are given for 

testing, the rest are for specification, design, coding and so on.  

But, then 50 percent of the development effort is spent in 10 percent of the time how is it 

possible? It is possible because the testers can work parallely there is lot of parallelism in 

the testing activities. We can deploy a large number of testers to carry out testing at the 

same time, they test the different functionalities, different test data and so on.  

On the other hand, in design we can have only few designers designing it. We cannot 

really put large number of designers hundreds of designers designing it. There is 

typically a couple of designers. Similarly, coding we cannot deploy thousands of coders. 

We need to assign at least some module to each developer, each coder and therefore, the 

parallelism in other development activities are less and that is why they take more time 

even though less effort is given. During testing significantly larger effort is done in a 

shorter time.  



(Refer Slide Time: 25:59) 

 

The testing techniques are evolving very rapidly that becoming more complex and 

sophisticated. The main reasons are larger and more complex programs; newer 

programming paradigms; test automation and for this and also new testing results. So, 

these all contribute to making testing a very challenging work.  
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Testing is a actually very challenging even though the old time view was that testing is 

only a routine work, but now that has changed because testing has become very 

challenging. Earlier about 50 years back the testing was largely monkey testing where 



only the random values were given, but now large number of innovations have taken 

place. Many testing techniques testing tools etcetera and the tester needs a good 

knowledge of these techniques.  
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In reality, how long does a testing go on? As we can see on the unified process 

representation here the testing is actually carried out over the life cycle. At different time 

of the life cycle the test cases are defined, unit testing is conducted, integration testing 

defined, conducted, usability testing, system testing is defined and conducted.  
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But, then one important question is to test how long, because as more and more test data 

defined bugs get detected. One way is that we observe the number of bugs that are 

getting detected over unit time and as testing progresses, we find that the number of bugs 

detected per day is decreases and then we have a situation where testing takes place for a 

day or a week and no bug is detected and that is the time when we may stop testing.  

The other way is to seed bugs. The manger introduces bugs into the program without 

telling the developers and testers and then observes how many of the bugs that he had 

introduced are getting detected. If he finds that most of the bugs have got detected, then 

the manger knows that it is the time to stop testing.  
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Another terminology that manger needs to be aware is the difference between 

verification and validation. In verification, we determine when whether output of one 

phase of development confirms to the previous phase. For example, if the design results 

are consistent with the specification whether all specification have been taken care 

properly.  

Similarly, for coding whether all the design modules that were designed have been taken 

care properly and that is called as the verification whereas, validation is the process of 

determining whether a fully developed system confirms to its specification. So, that 

means, the validation is carried out on the completed system whereas, verification are 

done as the development proceeds to check whether the development is preceding 



correctly, that is, one activity produces result that are consistent with the output produced 

by the previous activity. We are running out of time for this lecture and we will stop 

here. 

Thank you. 


