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Hello students, welcome to the fifth lecture on NPTEL course on Scalable Data Science.

Today  we  are  going  to  discuss  background  on  machine  learning.  I  am  Professor

Sourangshu Bhattacharya  of  Department  of  Computer  Science  and  Engineering,  IIT,

Kharagpur. 
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So, today is review lecture in which we will review, so we will cover what is machine

learning, the basic idea of machine learning, what is supervise learning and we will see

an example of supervise learning which is linear regression. And then we will see the

concept of generalization which is a concept in supervise learning, then we will see the

classification problem and then we will see unsupervised learning problem of clustering. 
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So, what is machine learning? So, one way to think about machine learning is that it is

automating automation. So, that term automation was used, so the term automation was

used for when manual tasks were done by computers. So, and we wrote programs to

perform this repetitive manual tasks in a quicker and more efficient manner, ok

So, now machine learning is the next step where we write programs which or rather we

develop programs which can write themselves. So, the programs they write themselves

and they start from using data, and they and they develop into a working program as we

shall see some of the examples. So, so the reason this came about is because for many

tasks writing the program or the software became the bottle neck. Now, why did writing

the program become the bottle neck?

So, one example is let us say spam classification where one has to write many rules in

order  to detect  whether  particular  email  is  spam or not.  So,  the program writing the

program the program for it became too complex and hence it became a bottleneck. And

as mentioned so in machine learning instead we use the data to write the program all by

itself.
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So, this is the picture. So, in traditional programming the inputs are data. So, we provide

the  data  and we provide the  program to a  computer  and the computer  computes  the

output. In case of machine learning we provide the data and the desirable output to the

computer, and the computer tries to come up with a program or machine learn program

as we say which can compute the output given this data. 
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So, there are many example applications for example, web search the ranking in web

search users machine learning too computational biology finance E-commerce. So, some



of  the  recommendation  algorithms  used  in  E-commerce  use  machine  learning  space

exploration  robotics  again  some  of  the  control  algorithms  use  machine  learning,

information extraction, social networks and so many applications.

(Refer Slide Time: 04:59)

So, machine learning now is a tool which finds global applications. So, there are as you

all know there are tens of thousands of machine learning algorithms which already exists

and hundreds, hundred more are proposed or developed every year. 

And but if we want to broadly categorize what a machine learning algorithm is, ok, so

every machine learning algorithm has roughly 3 components. The first component is the

representation model which is we will describe what representation model is. The second

component is the evaluation is called the evaluation or the metric or the loss. And third

component  is  the  optimization  or  the  estimation  component.  So,  whenever  you  are

writing a machine learning program you need to worry about these 3 components, how

these 3 components should look for a particular machine learning problem? 
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So, the first component is representation or the model. So, what is the representation or

the model? It is a function or a set of equations which describe how the inputs and the

outputs  of  the problem are related.  So, for  example,  there could be a  model  or. So,

consider the span classification class. So, there the model would take would be a set of

equation which takes has input let say spam email or normal email and classifies when

the output is 0 or 1, where 0 means its it is a normal email and 1 means its spam email.

So, normally this function would have certain parameters. We will describe what these

parameters are. And these parameters are crucial because these parameters are what we

learn in order to come with the good machine learning program.

And the set of parameters depend on the particular machine learning model. So, here are

some  examples  for  machine  learning  models  decision  trees,  set  of  rules,  instances,

graphical  models,  neural  networks, support vector machines etcetera,  so all  these are

models for machine learning. 
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The second one  the  second component  that  one must  worry about  is  the  evaluation

metric, the evaluation or the metric, So, this describes a way of measuring the quality of

the output given all the inputs, including in incase of for example, supervise learning the

true output levels.

So, for example, in case of the spam classification task good evaluation metric could be

accuracy which measures the fraction of emails which are classified currently. So, spam

emails are classified a spam and non spam emails classified as non spam. So, depending

on the problem at hand many evaluation measures or metrics  are used and examples

include accuracy, precision recall, squared error in case of regression. So, accuracy and

precision  recall  are  typically  measured  in  case of  classification  problem.  Likelihood,

posterior, probability etcetera are used in case of probabilistic models. Margin, entropy

these  are  also  general  K-L divergence  these  are  also  general  matrix  which  are  used

sometimes in case of certain modules.
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The third component is the optimization or estimation component. So, this component

provides  a  method  for  finding  the  values  of  parameters  which  achieve  the  best

performance on the supplied data sets. So, typically the supplied data set is called the

training  dataset.  So,  again  the  actual  method  used  for  estimating  the  parameters  or

optimizing the parameters will depend on the model and the metric that you use.

So, for example, in case of linear regression you have closed form equations from which

you can compute the optimal model or the optimal representation or optimal parameters

of the model. Sometimes in some probabilistic models one would use sampling based

techniques like Gibbs sampling or some other kind of sampling based techniques for

estimating the parameters. In some cases one would use a combinatorial optimization

technique such as the simple techniques of grid search or sometimes logarithmic grid

search for example, in order to estimate sometimes hyper parameters of certain models. 

Probably  the  convex  optimization  is  the  most  commonly  used  estimation  technique

where. So, so an example of this is stochastic gradient descent. So, this can be used when

the objective function or the loss function that is that the model has is convex and then

one can optimize it using the convex optimization techniques. Sometimes one can also

use  certain  constraint  optimization  techniques  for  example,  linear  programming  and

some other more general constraint optimization techniques. 
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So,  with this  we come to the types  of  learning.  So,  broadly  the  traditional  machine

learning can be can be split into two types - one is the supervised learning, the other is

the  unsupervised  learning.  So,  in  case  of  supervised  learning  the  labels  are  for  the

training data are supplied, whereas in case if unsupervised learning you only have the

training data point but you to infer the labels all by yourself. So, example of supervised

learning is classification task we just described and example of unsupervised learning is

the clustering task where you are given the data points and you have to find natural

groupings among the data points and assign each data points to one of the groups. 

So, in addition to this two other new forms of learning are semi supervised learning

where which is kind of combination of supervised and unsupervised learning where a

few desired outputs are given but not all the training data has labels. Another form of

learning is called reinforcement learning, where rewards for a sequence of action are

given are provided and one has to learn a policy which will decide given a state an action

and  next  state.  In  this  talk  we  would  mostly  discuss  supervised  and  unsupervised

learning techniques. 
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So, what is supervised learning? So, as mentioned earlier the goal is to construct the

predictor say f. So, f is your predictor and X is the set of all inputs and Y is the set of all

outputs. So, examples are, so given a web page or text document or news article you may

want to classify it into one of these 3 categories say sports, science news, etcetera. And in

this case a good way of measuring the performance of such a classifier or such a machine

learning predictor would be to calculate  the probability that given a document X the

predicted value which is f of X is not equal to Y; this is something like the error rate. So,

this is the probability of error or the error rate for the classifiers. 

So, in this case as you can see the labels are discrete, another class of supervised learning

problems are these regression problems. So, example is let say you want to predict the

stock market value for or the average stock market index for set of shares at a feature

date. So, your input is all the past stock market values and your output is your output

which is Y is the average stock market value at a feature date.
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And a good way to measure the performance of a predictor like this the stock market

predictor  would  be  the  expected  means  squared  error. So,  this  is  the,  so  this  is  the

difference square of difference between the predicted value and the true value which is

given.  So,  this  is  the  general  scheme  of  things.  So,  we  will  now  go  into  the  first

supervised learning problem that we are going to discuss which is the regression problem

or the linear regression problem.

So, the problem is you are given a set of training data points. So, you are given a set of

training data point in terms of X i and Y i. So, for example, X i is the vector of past stock

prices and Y i is the feature stock price. And you want to have a learning algorithm

which will give you prediction rule using which you can predict given any at any point in

time you can predict the future stock prices. 
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So, as discussed earlier the optimal predictor would be the one that minimizes the one

that minimizes this expected error, expected mean squared error. Now, the problem is

that it  is not possible to compute this  expected mean squared error but what we can

compute is the empirical mean squared error which is that given a set of training data

point instead of the expectation you replace it  with the empirical  mean and you can

compute this. And as your number of training data points increases the empirical mean

becomes a good proxy for the actual expected error.
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Now, more  over  sometimes  you may want  to  restrict  the  class  of  predictor. So,  for

example, earlier we were minimizing over all predictors but this may not be possible for

many practical reasons. So, the first reason could be that you cannot write in a parametric

manner the class of all predictors where as for example, you can write the class of all

linear predictors. Another reason could be over fitting, we will see about over fitting

more later.

(Refer Slide Time: 19:40)

So, some common class of predictors that I used for example, in case of regression are

the class of linear function which we shall see also the class of polynomial functions or

the class of some general non-linear function. So, the first one would give rise to linear

regression, the second one would give rise to a polynomial regression and the third one

could be captured using neural network type approach. 
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So, this is the linear regression model. So, suppose, so in the uni-variate case where your

input is just one number. So, this X is just one number X is plotted in this axis. And your

output is also one number which is the Y and your given many data points so these blue

points here. So, each of these blue points are data points. And the task is, so in case of

linear estimation the task is to fit a line which is the blue line here through this data

points. And this line any such line is given by two parameters beta 1 and beta 2. So, beta

1 is the intersect in this case and beta 2 is the slope. 

So, this can be extended also to the general multi variate case where you have many

inputs. So, in that case your f of X becomes this summation over beta i, X i for all the

inputs i, and this can be written in matrix notation or in vector notation like this.
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So,  we  have  already  discussed  the  objective  function.  So,  this  is  the  least  square

objective function here ah. Now, we want to minimize this under the constraint or under

the constraint that f X is linear function as described earlier. And if we, so we can write

this summation out and you can check that we can convert. So, so we can convert this

equation which has a summation in it into this equation which is a matrix equation.

So, this involves a matrix A, so A is the matrix of all data points. So, the rows of the

matrix A are all the data points and this bold Y matrix. So, this is the A matrix and this is

the bold Y matrix which is the value for all data points, and you can see that this two are

same. You can just expand this out to see that this is indeed equal to this.
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Now, once you have this you can just differentiate you can just differentiate this equation

or this  rather the formula you can just  differentiate  this  formula with respect  to beta

which is the parameters, and set it to 0. So, that is how you can get the optimal betas, ok,

as we have discussed in the optimization lecture. 
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And once you do this you get you get what is called the normal equations. So, the normal

equations are basically these are the normal equations. So, this is a closed form solution

for the beta or the parameter given the data matrix A and the matrix of labels Y. Now,



when, so you can compute this when a transpose a is invertible if a transpose a is not

invertible we can use a kind of regularizer.
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Now, one can also use polynomial  future map. So, one can instead of using a multi

variant future map one can take a single number x has input and use all polynomials or

Gaussian function or sigmoid function as the as the feature values for each data points.

So, this is so sometimes called a feature transformation.
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So,  if  we if  we use  a  such non-linear  feature  maps,  we can  get  different  orders  of

polynomial regression. So, now, consider this data points where these blue dots are the

true  data  and  you  want  to  fit  polynomial  through  this  data.  So,  the  red,  so  this  is

generated from this sin curve which is the which is the which is the green line, which is

the true curve from which the data has been generated and some noise has been added to

the data and the red is the 0th order fitted polynomials. So, you can see 0th order fitted

polynomial is nothing but a constant value. 
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Now, this  is  the  first  order  fitted  polynomial  which  is  general  line  segment  in  two-

dimensional space. 
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This is the order 3 fitted polynomial which is the red line here. 
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And this is the ordered 9 fitted polynomial. So, the red line here is the ordered 9 fitted

polynomial. Now, intuitively you can think that the order 3 fitted polynomial was the

best fit for the data but how do we know this, so we cannot know this beforehand. So,

this order 9 fitted polynomial exhibits the phenomenon called over fitting.
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So, how does one know whether there is over fitting or not? So, for example, in this case

if I plot the order of the polynomial verses the error on a test data set and a training data

set. So, as you can see as you as you increase the number of the degree of the polynomial

your training error reduces but the red line which is the test error reduce us to a certain

point after which it increases drastically. So, this point is called the over fitting where the

even though the training error is decreasing the test error increases.
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And  here  what  I  am  reporting  is  the  number  of  or  the  values  of  the  betas  or  the

coefficients of the polynomial.  And as you can see for ordered 9 the coefficients are

really very high in value.
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So, one way to stop this from happening is to add what is called a regularizer. So, in

addition, so in addition to minimizing the squared error which is the first equation we

also minimize the length of the parameter vector which is w in this case. So, we will be

also minimize the length of the parameter vector.
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And  lambda  is  a  parameter  which  is  user  controlled,  so  lambda  is  also  called  a

regularization parameter. So, lambda is also called a regularization parameter. And if you

vary the regularization parameter in log scale what you can see is as the regularization

parameter increases the gap between the training and the test error reduces.

So, if the regularization parameter is very low there is still over fitting. So, this is the

over  fitting,  so  this  here  lambda  is  almost  0.  And  as  the  regularization  parameter

increases the gap between the training and the test error test error reduces and after a

while both the training and the test error starts to increase at which point it is the over

regularization. So, the best point is where the gap between the training and the test error

is minimum and both the training and the test error are very low. 
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So, next, next we discuss the discrete levels.



(Refer Slide Time: 30:57)

As we have already described the problem of classification comes when the label Y is

discrete.
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So, for example, for example let us say a credit card company receives loan applications

or new credit card applications and it has to classify an application to be either approved

or not approved. So, in this case one cannot have a continuous output but one must have

discrete values output in this case approved or not approved or in case of spam filtering

spam or not spam.
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So,  one  there  are  many  ways  of  doing  classification.  So,  one  way  of  performing

classification is instead of having a linear equation describe the fittings of the data points.

We describe it as a function that computes the probability of Y is equal to 1. So, Y can

now only take value plus one or minus 1 and the probability of Y is equal to 1 is given by

this sigmoid. So, this function 1 by 1 plus e to the power z is called the sigmoid function

or the logistic function and the shape of this is something like this And this z is the linear

function which is given here.

So, as you can see if this linear function z is very high then the probability of outputting

one is very high, whereas if the linear function is low the probability of outputting one is

0 and in between there is a sharp transition between probability of 0 to 1. So, this is the

property of the sigmoid function. 
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So, in other words if you check this discussion boundary of this linear function f of x

being equal to 0, you see that on one side of it which is the greater than 0 side lies the

lies all the data points which for which probability of Y is 1 and on the other side lies all

the data points for which probability of Y is equal to 1 is 0.

(Refer Slide Time: 34:09)

So, without going into this, so this is one way of designing classifiers which use linear

functions of features as the input.
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There are many other ways of designing classifiers. So, for example, Naive Bayes is one

way  of  designing  classifier  support  vector  machines  is  another  way  of  designing

classifier  which also sometimes use linear  functions and there can also be non-linear

functions. Neural networks are another way of designing classifiers which support a wide

variety of non-linear functions. The K-nearest neighbor and random forest are also ways

of designing classifiers. 
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Now, we move on to unsupervised learning. So, the goal of unsupervised learning is to

discover interesting features of the data. So, two main methods will be discussed, there

are many unsupervised learning techniques and problems. So, two main unsupervised

learning problems which we will use in this course are dimensionality reduction or also

called  latent  semantic  indexing  which  we  will  use  in  this  course  and  the  other  is

clustering.

So, we have covered the dimensionality reduction in another lecture. So, we will cover

the clustering here. 
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So, clustering refers to very broad set of techniques for finding sub groups of or clusters

in a data set. So, we seek to partition the data into discrete groups or sub groups such that

the points within a partition are nearby in the space where this data points exists. And

they are somehow similar which is to say that they are nearby in the space or, and point

in different groups are somehow different or far away from each other. 
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So, a popular method of clustering is called the K-Means clustering. So, it assumes that

the data data points are real valued vectors. So, let x be the real value data points, then

each cluster in a K-Mean. So, we also assume that there are k clusters which is free

defined and each cluster  see in  K-Means cluster  is  represented by centroid which is

represented here by this mu and which is the centroids of the data points that belongs to

this cluster.
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So,  what  you  can  see  is  that  the  centroid  is  the  location  or  the  representation  of

representative  of  cluster  which  minimizes  the  yeah.  So,  the  K-Means  clustering

algorithm words as follows. ah
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So, first given the set of data points we select K random seeds or we select K random

data points has seeds and then we iterate as follows. So, for each data point we assign

that data point to its nearest cluster, and once we have done this for each data point for

each cluster we recalculate the centroid of that cluster and we assign the seed of the

cluster or the centroid of the cluster as the recomputed center. 

So, this is (Refer Time: 39:07) of that of the K-Means clustering algorithm. So, you have

the data point. So, first you pick the seeds. So, we went to cluster into two clusters, red

and blue. So, once you have computed the seeds you assign the closest data points to or

each data point to the closest seed. So, this is the assignment in this particular case. Now,

you compute  the  recompute  the  centroid  of  each,  so there the  centroid  of  the red is

somewhere here; so the centroid of the red is now somewhere here and the centroid of

the blue is now here. 

And you go to the next iteration where you now relable the data points as once that are

closest to their centroid and then you recompute the centroid. And you go ahead like this

and  until  any  more  reassignment  has  changed.  So,  at  that  point  in  time  K-Means

clustering algorithm is said to have converged. 
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And you can show that for any input indeed K-Means clustering will converge.
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And the time complexity of K-Means clustering algorithm is if you have to run it for I

iterations is order of IKM. 
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So, these are the references for this particular lecture. So, most of the content is you can

find in any machine learning book, namely in particular the book by Christopher Bishop.

And also you can find most of the content in Wikipedia.

Thank you.


