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Tutorial

Hello. Welcome to data mining with R course. I am going to present how to apply the R
programming language in application of data mining, I am a research scholar in

compressors department, my name is Arindam Dasgupta.
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Introduction

» The Ris a functional language for statistical

computation and graphics
+ Initially developed by Ihaka and Gentleman
+ Rich of Statistical functions which are indispensable for data mining
*|tis a scripting language
+ Free to download under the GNU General Public license
+ Runs on all platforms like Windows, Mac 05 X and Linux

*There are lots of packages related to data mining are

available

*  Frequent patterns and associations rules
+  Classification and predictions

+  Cluster Analysis

+  Time Series data mining

Now, one of what is R? Basically, R is a programming language, it is basically a
functional language for statistical computation and graphics, initially, it is developed by
Ihaka and gentleman, it is a riched with lots of statistical functions which are very
essential for data mining applications. Basically, it is a scripting language and this tool
can be downloaded freely from under the GNU license and you can execute run or run
the R programming in any platform such as windows MAC, OS, X and Linux because it
supports all the platforms. R is very beautiful language because it is basically functional
language each functions are already implemented in the R library and we just use that

functions for our pass passes.

There are lots of packages data mining available data mining packages are available

these packages are frequent pattern analysis and rules as described in the theoretical class



and classification prediction algorithms cluster analysis packages, there are time series
data mining packages there are lots of packages available just you have to download the

package in real time and just apply the functions on that packages.
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Software Installation

+ Installing R in Windows Platform
* Go to https://cran.r-project.org/bin/windows/base/
* Under “Download and Install R”, click on the “Windows” link
* Now install R-2.10.1-win32.exe

+ Installing R Rstudio
+ Itis a free and open source IDE (integrated development environment) for R
+ It is available at http://www.rstudio.com

Data Mining With R

Now, how to get the R tool? To get the R tool, we have to go to the this website is called
this website is called cran project org bin windows or base just go to this link at first,
then download the R according to your platform in my case, these windows platform that
is why I have downloaded R win 32 exe after downloading the software, we have to
install the software, it is very easy to install just click on the R exe icon, I will show you
the this is the this is the R software, you just double click on; this icon and just install by
applying the next I have already installed here.
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Apriori Algorithm Association Rules Mining

* It finds frequent itemsets with minimum support
*Input - Candidate itemset
* Qutput - frequent itemset
* Groceries data set :
*It includes the annual spending in monetary units
* Set better support and confidence levels
* support = 0,006
* confidence = 0.25
* Writing the rules to a CSV file
* |ibrary(arules)

Data Mining With R

After that after installing the R studio, we have to install another software application
that is basically intergrated development environment it is also free and open source id, it
is called R studio, it is very user friendly, it provides an user friendly interface to execute
your R programming language. I will show you the how to what is the interface of the R
studio. These are interface of R studio just I am basically, this part of the top left one part
of this area is used to write the programming language R programming language the

bottom part is the basically the console of R console of R executing the R script.

Basically, this is the editor and these are R console and right hand side will display, this
part top right hand side this part will display the local variables the which are just
defined in the R terminal and the bottom of portion you can get the what is this is the

files which are in this computer and any plot will be displayed here.
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These are package package list; these are which can be used in my program in our
program and it the help if any R resource is needed then you can help get help from this

link.

And now | want to show you some basic R program at first to click file create a 1 R
script new file, I have created one new file and I have just put the script here each scripts

are suppose first line in first line of the script, it is.
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26  #set working directory
17 setwd("C: /MiningData”)

29 #Clear Workspace
30 rm(1iste1s0)

32 # Clear Console:
33 cat("\014™)

35 #read csv file

36 salariessread.csv("salaries.csv")
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38 susmary(salaries)
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% <= sqrtlv)
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It is showing x left arrow two here x is the object basically, not is exactly like very well,

basically, it is a object it stores the very value 2 in the x variable.
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Suppose I am to execute this in R console. Now, I want to execute this after executing
this value two is has been assigned to object x, [ want to view this value just type x here

and write which showing the value of x is 2 ok.

Then I want to assign one expression, I am executing directly from my source script by
clicking here just you have to just put the cursor here and click run, it will execute a
particular command you see these executing this particular command is written here
from this portion to this portion and now I want to view; what is the value of y, this is the
value of 'y, you see, this is a basically expression e to the power minus x square by 2 and
by sqrt 2 star pi, if [ want to know that what is the value of pi you just type the pi value it

is constant; it is already defined in R and then what is the;

Now, I have to show how to store the multiple datas into a particular object suppose I am
to executes this v these vectorization, here see first bracket start within the bracket, there
are lots of values 4 7; these are the values different types of values here; basically it it is
a it sees for collection it is a collection of datas; this data has been stored into the object

V.
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Then after then after storing the value into the v, I want to display the value of v into the
x into x. Now see now each of the value has been square rooted. Now check the value of
x here, it is showing the each value is square rooted; that means, the vectorization on

multiple data and the square root function has been applied in each of the data into the

collections.

(Refer Slide Time: 10:49)

b ey |
R R
0. & Ak X Project (Nors) =
0 Untthed]* ="  Envionment Hitory Conmectiont— ™
SourceonSave | G e Shin %% #Somce - 'y P import Dutaset « | = Lt +
wom s A
9 T Gobal Enveonment
10 #plot collection or vector vitlues
11 ;*- €2, L5, =10 0.5, 0, 0.5, 1.0, 1.5, D v mum [1:5) 4 7 23..
12
13 (-x*2/2)/sqrt(2°pi) X num [1:5] 2 2.65
P P ¥ 0.0539909663131881

¥
15 plot(x, y -
122 (foplevel 2 R s Flle Ploti  Packages  Help Vi@l

= Qitewboker @ Dolte = Rerume @

Consele  Terminal =
g & Nars
12 B gusun graphics-wallpapersjpg

> y <= exp(=xAd/2)/sqre(2*pi)

>y < exp(-xA2/2)/sart(2p1) Custom Office Templates

& ¥ Documentrtf
[1] 0.05399097

» pi gratl

[1] 3.141593 Prgentation ppt
> #vectorization of multiple data I R

»v - c(d, 7, 23,5, 6.2, 0)

» X <= sqre(v)

* X
[1] 2.000000 2,645751 4,847680 8,729261 8,944272

>

B @ ulala]

Now, I want to plot how to plot multiple vector data; suppose, first I store a collection of

data into the x variable these the collection of data, then I will display the x variable, then



I apply this formula into each of data set here in x then plot, then I will display the value

of'y, then I plot the data set.
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Now, start now it is already stored, then it is displaying the value of x object. Now, it is
displaying, it is computing the values of y object, then it is displaying the values of y
objects, I want to plot x data of x and y just for plotting the data of x and y just use plot

within x axis and y axis.
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161 (fopLevel) ¢ R Seript 2
Conssle  Terminal =
[1) 2.000000 2.645751 4.847680 8,729261 8944272
» #plot collection or vector
» ¥ <« (=2, -1.5, -1.0, =0.5, 0, 0.5, 1.0, 1.5, 2) -
> X
[1) -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
> ¥ <= exp(=xAl/2) fsqrt(2%pi)
>y
[1) 0.05399097 0.12951760 0.24197072 0,35206533 0.39894228 0.35206533 0,24197072
[8) 0.12951760 0.05399047
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Now, it is plotting here.
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It is showing; these are x axis and these are the y axis, I want to know I want to connect

these points with line just typed lines there is a command lines. Now it is connected.
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These are the very basic implementation of plotting which will be used in data mining

application.

Now, we can define functions in R programming; these are the structure just write a
function name here and then define it is a function the function name is this and function

definition, I just generate use one object hw, then type insert one string here in this object



and display the string and this is the this is the calling of function. Now at first I have to

define the function. Now function is defined. Now I want to call the function.
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Here it is showing the hello world after by calling the function.
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Now, we have learned how to store the values into the objects.
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And how to plot data, then I want to access one data file for data mining, you have to
access multiple data files or a single file for the analysis purpose for that we have to set
one working directory in warren in in my working directory I have stored multiple data
files in ¢ drive, I have created one folder data mining data and within these folder I have
stored lots of csv files for analysis these are the csv files. Now, I want to retrieve the csv

files through R programming.
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At first, [ have to set the working directory because my data files are stored in mining

data folder under ¢ drive. Now I execute this instruction.
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Then I have to clear my workspace these workspace these clear these variables and for
that you have to use rm list equals to Is now execute this query now my environment is

cleared after that clear my this console these R console.
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[1] "Hello world"

» #5at working directory
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Clear this console, you have to use this command is cat slash 0 1 4 within string, just

execute this command for clearing your console. Now my console is cleared now.



Now, second type we have to read the there

directory we have to read this file.
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Through this command there is inbuilt function read dot csv.
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It is meant for accessing the csv file and after executing this command entire data will be

stored in salary objects this salary object now salary objects is.
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>

These salary objects you see destroying the tables.

(Refer Slide Time: 17:25)

LR BB R RN R R
Vgie-Hdiela " A - B Profect (o) *
O upted' | Salaies o linw a
LT e q @ | PingoaDune | f =t~
T H ek dicipline  yresncephd  psenice  sx salary 1 Global Enveoemmet * C)
1 1k B 1 WoMake 19T j bata
2 1P B » 16 Make 08 Osalari. 397 obs, of 7 vy
3 3 ol B i 3 Make —
4 iml B 5 B Make 115000
5 sPd B W oMk M Pl P ([Fscinpu sy 1 Gt
6 b hssoched B i 6 Make 7100 Do+ O
7 Tl B » B Make 175000
i APl B 5 45 Make 175
9 aml B n B Make 119550
0w el B 0 1 femdle 129000
Showing 10 1 of 397 avtries
Conisle  Terminal - =0
Co/MiningData/
> oRIRAU LBV 11I1E
> Salariessread.csv("salaries.csv™)
> View(Salaries) '|
>

Now, I want to display the salary objects in my R console.
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. pa- B & A Goto befunson O e b B Profec o) -
O ) Untied1* % | Solres R - o
i Q @ H P importvinat < | f E -
L mek  dscphee  prisincephd  yrserice  sex mlary 1) Global Envionmenn » Q)
1 e B 1 18 Make 19750 | Data
H 1l B » 16 Make 11 Dsalari. 397 obs. of 7 v..
) 3 hostrd B 4 3 Make e
4 et B # B oMak 150
P sed B “ Mk M0 Fies  Plots  Packages  Help  Vieu
' B Asochrct B 6 5 Make 57000 / g+ U
7 Tk B » B Make 175000
[ Bl B # 5 ek TGS
9 oed B 1 0 Mk 1NN
0 Ll B u 18 femae 129000
0N et B 2 § Mk 110
12 R APl D ) 7 Wik s
U el B 1 1 Make i
W1 el B : o Make =
Showing 11011 of 397 eriries
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.- QP S A o U= hddes - K Project (Norw) »
0 United1* Y =5 Emvironment  History  Conmections
£ H Csoureonsove & /v | Al % SSme sl E @ P lmpertDunet | f S -
u n .
18 #user-defined functions 8 G i - Q
19 hw.fl < function() Data
20+ { Osalari. 397 obs, of 7 v..
21 hw <= "Hello world”
2w
31
)
25 i) [} Plos| | Focimus i Hotplli el
26 . Bepans O 0

27 #5et working directory
28 sewwd("C:/MiningData™)

30 #Clear workspace
3 em(list=130))

33 # Clear Console:
34 cat("\014")

36 #read csv file
37 salaries-read.csv("salaries.cav")

38 Palaries

39 summary(Salaries) "
WY [lopLevel) R Scipt
Consele =]}
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Sourcs

Conisle  Terminal

» #Clear workspace

» mm(list=1s())
» #read csv file

» salaries=read.cov("Salaries. csv™)

> View(Salaries)
>

B T @ulale

= hddm

K Project: (Nore) =

ST Envirsnment  History  Conmestions., ™
B P mportDutset + o = Lt +
I Global Enveooment =
Data

salari. 397 obs. of 7 v

Files Plots  Packapes  Help  Visi
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Soures

Conisle  Termiasl

122 122 prof
123 123 prof
124 124 Assocprof
125 125 prof
126 126 prof
27 u7 prof
125 128 Asstprof
129 129 prof
130 130 Assterof
131 131 assocprof
132 132 prof
133 133 assocProf
134 134 assterof
135 135 Prof
136 136 prof
137 137 prof
138 138 Prof
139 139 assocProf
140 140 prof
141 141 assecerof
142 142 assocprof

[ reached getoption(“max.print™) --

=

R R R

A

B T @ulale

* hddis =
i 32 Male 124309
1| 21 wale 97162
25 21 Female 62884
24 21 vale 96614
54 49 male 78162
2% 26 male 155500
2 0 Female 72500
3 30 wale 113278
4 1 wMale 73000
1 9 wMale B3001
56 57 wale 76840
10 § Female 77500
3 1 Female 72500
35 25 Male 168635
20 1§ wale 136000
16 14 male 108262
i) 14 male 105668
10 T vale 7377
21 18 Male 152664
14 & male 100102

15 10
omitted 255 rows ]

Male B1500

[}

S Envionment  History  Conmections., ™

#
_ ™ Import Dakaiet = f = Lmi -

I Global Envieooment =
Data
salari. 397 obs. of 7 v

Files Plots  Packages Help Vs

3 pon =

Now, it is showing in R console suppose, I want to

summarize this salary summarize

means, it will display the; suppose, there is a very well called discipline in this very well,

there are 2 values A and B, it contains 181 values of A and 2 16 values of B. Similarly,

these are basically nominal value and the numeric values in numeric values, it is showing

the what is the minimum value what is the maximum value what is a quartile what is the

median value? Mean value of each attributes in salary the minimum salary is this

maximum salary is this and mean salary is this and it is it is it is showing all the

summary information summary information of each attribute.
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T 3|
e . O A
0 ) nsitled! o[ Environment History Conmectiont.. ™
Sonat 5 A / *R % 4
24 0 Global Enveoement
25 hw.fl pata
26
77 #set : salari. 397 obs. of 7 v
28 setwd("C:/MiningData’
29
30 B ACE
i1 rm(list=1s Files Plots  Packages  Help Vi@
12 I Faport =
3 0 =
34 cat("\014"
35
b e f
37 salaries-read.csv("salaries.cav”
38 salaries
39 summary(salaries
40
Conssle  Terminal =
Figdll fALMwU
Ird qu.:134185
Max, 1231545
B . covae - c T |

Now, I will leave the basics of R programming which are needed to needed in any time

any type of determining algorithms enough.

Now, at first I will discuss about how to use apriori algorithm for accessing association
rules from a data set basically apriori algorithm, we have learned it finds the frequent
data items with minimum support in I will show, I have a grocery data set and from that
grocery data set, we just access the rules with support 0.006 and confidence 2.5 after
generating the rules, we will store the rules into a csv file and for apriori algorithm there

are the input is one file it is called candidates itemset and output is the frequent itemset
ok.

To execute apriori algorithm we have to use one package it is very essential it is called

arules to download this package you just go to at right hand side click on install.
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T =
P e e e e e ey bl e ey
¢ . & Hpa P * Addes - K Froject (None) +
0 Linsithed] o= Emvironment History Conmectiont. ™|
b [JSoureonsoe & /'« *fun Y Soue - # Pt Dt « | f = L
% cnt_tl'.'\ﬂl:"'-_ 7 Global Emvronment *
rm(list=1s())
3 #5et working directory
Install P
4 setwd("C:/MiningData”) Lol
5
Rl #inseal). packages (“rules” Trstall froem: 1! Configuring Repositories
7 library(arules) Rapository (CRAN, CRANeutra)
8
Files Plots  Packages Vs
9 #pata Import Packages (separate multiple with space or commal: fi
10 ol I"ﬂ"’ @ updae
11 groceries <- read.transactiol Mame  Description v
;i susmary(groceries) Intal 6 Libeary: User brary
14 #look at the first five tran| C/SHDHEDo /R loeary/34 [Calaul andles  Mining 16
15 inspect(groceries[1:5]) Aggotintion Rules 0
16  Install depandencies and Frequent
17 #plot the freguency of itess i [temmsats
. Top Leve) © 1 e Eaty PreandPost 0.2
Tnstall Cancel Assartions
Conssle  Terminal = BM  BoowCes Header 165
CuMining Dt Filds 1
F LTSI s bindr  Parametrized o
> #set Working directory Active Bindings
ey c
A AR LI bind... An ‘oo Intelace 0.2
o Active Bindings

[+ I MTIEN-2 k- ol |

And type arules here arules here, it is displaying I selected the arules here. Now in install
the arules packets from this terminal, after it is already installed in my system after
installing the library installing the package, sorry, we have to include the library in R
program for including library, just write library and type the package name and now | am

including the library.
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i gy |

LR N ]

°-Q@-Ep » * Addis * B Project (Nos) =

Source ST Evirnment  History  Conmectiont—
@ H P mpotDaset s f = e

Conssle  Terminal =5

T Global Enveonment
Co/Mining Data,

= rm(list=1s())

> #5et Working directory

> setwd("C: MiningData™)

» #install. packages("arules"”)

> library(arules)

Loading required package: Matrix Flei  Ploti  Packages  Help  Visw®
Attaching package: ‘arules’ Bl it @ updre
Mg Description
The follewing objects are masked from 'package:base’: User brary
abbreviate, write 4 anles Mining 16
Assotiation Rules 0
> #install.packages("arules”) and Froquent
> library(arules) Térnsets
* asse.. Easy Preand Post 020
Assartions

B Booit C++ Header 166

Filies 1
bindr  Paramatrized o
Active Bindings
bind.. An Repp’ Interface 02
10 Activae Bindings

B¢ @lvialel T

It is included; it is included smoothly
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Then I have to read the read the grocery csv file, the grocery csv file is like that these are

grocery csv file.
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E;}' c@ulaeln m

These are the items which are bought together these are transaction informations it

contains the transactions of items this citrus fruit semi finished bread tropical food yogurt
coffee are brought together in next transaction, only whole milk in next transaction pip

fruit yogurt cream cheese these are the datasets my I have to find the item sets which are



bought together next in most of time most frequently. Now I have to read the data set.

Now dataset is readed the dataset is stored into the grocery.
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i |
o e e e b b b e e ey
¢ Q@-Ee A * hidis = K Profect (Nors) =
0 Ured]® =[  Emironment Hatory Conmectiont— ™
H [seureonte | & F « *hy % P Some - # | P impoet Dt + | f = L
15 inspect(groceries(1:5]) YT
121 [Top Level) ¢ R Seript £ Data
Consele  Torminal =0 Ogrocer. Formal class tr.

Co/MiningDiata,
» m(liste]5())
» #5et Working directory

> setwd("C: /MiningData") Files Plots  Packages  Help  Viswd
> #install.packages("arules”)

ol | i
> library(arules) Tl Q”l"-""
Loading required package: Matrix Harne: Dexcriphion
g g User Library
attaching package: ‘arules
4 aules  Mining 16
The following objects are masked from ‘package:base’: Asseciation Rules 0
and Fragquent
abbreviate, write erndits
asse.. Easy Preand Post  0.2(
» Finstall.packages("arules”) hssartions

= library(arules) BH  BooitCo+ Header 156

[Roroceries <- read. transactions(“groceries.csv", sep = ".". rm.duplicates = Files 1
a bindr  Parametrized a1
Active Bindings
bind.. An ‘Repp’ Interface 0.2
10 Activa Bindings

B e eulale) _ Gl

Then next it is showing the summary of the data set.
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|
K Project: (Nore) =

woment  History  Conmectioni., ™
] P iport Dutsist | f = Lt v

flobal Emvecament * )

tocer.. Formal class tr.
|

Mots Pickages Holp  Vien®

vl | @ updae
Mame  Diescription v
Libsrary
Lmlu Mining 16
Agsociation Aules 0
and Frequent
[emsats
s Eagy Preand Post 020
 mw m®m 9 o § @ I I I I 3 I Assartions
. N BH  BoostC++ Header 165
Min. 1st Qu. Median  Mean 3rd Qu.  Max. Files 1

1,000 2,000 3,000 4.409 6,000 32.000 binde  Paramebiized o

includes extended item information - examples: Active Bindings
Tabels bind.. An ‘Repp Interface 02
1 abrasive cleaner k 1o Active Bindings

B [Telulalel T |

It contains 9835 rows and 169 columns because somebody in transaction, there are they
have bought 169 items that is why it is showing here these are the most frequent items
whole milk vegetables rolls and soda; these are more most frequently items and these are

the size of distributions transactions.
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b G R by by

.y @ Hi 2 » | ™ hakdes = L
O Unsied 1 % Emronment  History  Conmections
H Dtowreonsoe | Q -1 | Hhn % BSawce 1 E @ | P lmpontutiet+ | ff = L

17 #plot the frequency of 1tems " I Global Emveoement =€)

18 itemFrequencyPlot(groceries, support = 0.1)
19 itemFrequencyPlot(groceries, toph = 20) bata

0 Ogrocer.. Forma) class tr.
21 #default settings result in zero rules learned

22 apriori(groceries)

3

H Pk

25 #set better support and confidence levels to learn mpre rules ejihes Holp | Vanll
26 groceryrules <- apriori(groceries, parameter - list(support = 0.006, confiden: Bl @ uvpane | O

7 Mame | Descrption V.
28 #look at the first three rules

29 inspect(groceryrules(1:3]) User ibrary

30 4 andes Mining 160
1 Agotiation Rules 0

32 and Frequent

33 #Improving mode] performance sorting grocery rules by 1ift Temsats

;g inspect(sort(groceryrules, by = “1ift")[1:5]) aie.. gy PreandPost 0200
36 #finding subsets of rules containing any berry items T T
37 berryrules <- subset(groceryrules, items %inX "berries”) s i ’
g: Iinspc:t(btrryru'lus) | b e T
M1 (loplewl) ¢ R Saipt 3 Actie bindingy

bind.. An fepp Interface 02 O

Consele =] to Active Bindings
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e ves e e i Dy b e oy
Q@ H S Ao " ddes - B Propct lone) -
0 Unsied]* * =% Environment History Conmectioni |
£ H Cseureonsove | & /v | Al % Bsme ol T | P pportDumset - | f S -
2 m(list1s()) " I Global Enveoement © )
3 #ser working directory
4 setwd("C:/MiningData") bata
5 Ogrocer.. Formal class tr.. O
6 #install.packages(“arules")
7 library(arules)
8
13 #Data Impart ) Rl Pots Pickages Help Vieo®
11 groceries < read, transactions("groceries,csv”, sep « °,",rm.duplicates = 1) | Olwwst @upe O
12 susmary(groceries) Hame | Desription i
13
14 Flook at the first five transactions i)
15 inspectigroceries[1:5]) o+ andes Mining 160
16 Assotition Rulis 0
17 #plot the frequency of items and Froquent
18 itemFrequencyPlot(groceries, support = 0.1) Temsets
19 itemFrequencyPlot(groceries, toph = 20) assh.. Gy PeandPost 0200
0 Assartions
i1 ﬂlefau]t seuir_‘gs result in zero rules learned B BootCr+ Header 1660
22 apriori(groceries) Pl 1
33 : . bindr  Paametiized 010
M1 [loplevel R Scipt § Acthe binrgy
bind.. An Repg’ Interlace 02
Comsele (=]m] o Active Bindings

Now, and to plot the frequency of items these are frequency of items.
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n & 1 Global Envecnment » O,
11 (loplew) t RS £ paes

Consele Termioal ¢ =0 Ogrocer. Farmal class tr. 0
ClMiningDuta/

1372 34055

alement (itemset/transaction) length distribution: Files Plots  Puckages Help Vi@
sizes z

1 1 3 4 5 6 7 F 98 1001 1 13 W 15 16 A o | Bogen+ (0| £

2159 1643 1299 1005 855 645 545 438 350 246 182 117 TE 77 35 46
7 B 1 w0 a2 B3 M Hn U BN R
2 ¥ ¥ 9 1 4 6 1 1 1 1 3 1

Min, 1st Qu, Median  Mean 3rd Qu.  Max,
1.000 2,000 3.000 4.409 6.000 32.000

includes extended itesm information - examples:
abels

1 abrasive cleaner

2 artif, sweetener

3 baby cosmetics

> #plot the frequency of items

> itemFrequencyPlot(groceries, suppert = 0.1)

itemn frequency (relative)
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Item frequency bottled water other vegetables roll buns root vegetables these are the
showing the frequency of items and to display frequency of plot this frequency of item
top twenty items here is the top 20 items. Frequency of top 20 items, it is basically
relative frequency in 0 to 1 scale, the most the whole milk is maximum frequency has a
maximum frequency, the domestic is the minimum frequency. Now I apply the apriori.
Now, apply now I have applied the apriori algorithm, it has confidence level initially the
confidence is 0 8§ minimum interval is 00.5 and now no rules has been generated in first

iteration.

Now, we have to improve the grocery rules which support 0.6 and confidence 0.25 and
minimum length is 2. Now the rules has been created, I have to inspect the rules. Now, it
is showing the rules left hand side potted plants whole milk pasta depends on whole milk
which support these are support. This is confidence and these are lift value, these are the
rules. Now, this showing first 3 rules and to inspect by lift inspect the last last 5 rules by

lift operation.
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D e e

C. - HA ” * Addis * K Frojoct (None) =
Souree 7 Environment  History  Conmectisnt—.

- - . "
e - —a & Piponbiset - f = It

1 bl Enveoement * )
L

- - . = - Data

> #mproving mode] performance serting grocery rules by 1ift i -

> inspect(sort(groceryrules, by = “1ift")[1:5]) @ grocar FermallclansfEre
hs rhs support confidence 1ift coun  Ogrocer.. Formal class ru.. O

t

[1] {herbs} = {root vegetables}  0.007015760 0.4312500 3.956477 &

9

[2) {berries} = {ahipped/sour crean} 0.009049314 0,2721713 3,796886

Files Plots Packages  Help  View
& fapar =+
[3) {other vegetables,

tropical fruit,

whole milk} > {root vegetables}  0.007015760 0.4107143 3.768074 6
%4] {beaf, ]

other vegetables} == {root vcudtablui 0.007930859 0.4020619 3.688692 7

[5] {other vegetables,

tropical fruit} = {pip fruit} 0.000456024 0.2634561 3,482649 0
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PR T L T ep——
.y e L # * Addis * K Froject (Nore) =

Source I Environment  History  Conmectisnt. ™
& | P iportDunset + | f = i

Conole Terminal - My e

Cu/MiningData/

> Flook at the tirst three rules | bata

> inspect{groceryrules[1:3]) Ogrocer.. Formal class tr..
Ths rhs support  confidence 1ift  count . [Fermal &] . Q

[1) {potted plants} = {nhole wilk}  0.006914082 0,4000000 1,565460 68 LT L

Eé% [naswi = ?uhole milk} : 0.006100661 0,4054054 1.586614 60

3] {herbs =» {root vegetables} 0.007015760 0.4312500 3.956477 69 Pack

> #Improving mede] performance sorting grocery rules by lift - ) sy M

» inspect(sort(groceryrules, by = "1ift")[1:5]) Bgen » | €
hs rhs suppart confidence Tift coun

t

[1] {herbs} => {rost vegetables}  0.007015760 0.4312500 3.956477 6

]

[2] {berries} = {whipped/sour crean} 0.009049314 0.2721713 3.796886 8

[3) {other vegetables,
tropical fruit,

whole milk} w> {root vegetables}  0.007015760 0.4107143 3.768074 6

[4) {beef,
other vegetables} == {root vegetables}  0.007930858 0.4020619 3.688692 7

Now, it is showing herbs; if it is herbs, then root vegetables will be in right hand side, it
is berries whipped and sour cream and tropical other vegetables tropical fruit whole milk

root vegetables and so on.
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LA o= [7  Environment  History Conmectiont., ™)
H [Sourmonsae & /= Shun Y WS - & K | P mpotDatnet = | f = Lt -
28 #ook at the First thres rules " ) Global Enviroement = ©)
29 inspect{groceryrules[1:3]) Data
ig Ogrocer.. Forma) class tr..
12 Ogrocer.. Formal class ru.. O

33 #mproving mode] performance sorting grocery rules by lift

34 inspect(sortigroceryrules, by « "1ift")[1:5))

35 Filess Plots  Packages  Help  Visn
36 Ffinding subsets of rules containing any berry itess B e = | O

37 berryrules < subset(groceryrules, items ¥in® "berries”)

38 inspectiberryrules)

19 1

40 #writing the rules to a csv file

41 write(groceryrules, file = “groceryrules.csv” sep = ".”, quote = TRUE, row.na.

Wl [T Leval) ¢ R Script
Console  Torminal 1w
Ce/MiningDuta/

&
[5] {other vegetables,

tropical fruit} = {pip fruit} 0.009456024 0.2634561 3.482649 9
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.y @ Ha » * Addis * K Froject (None) =
O Unsied1* 5 Emvronment  History  Conmections.
H Dlseraonsave | & # | | A Source - & PimportDuset + | f = i
0 1 b Envieonmment » ©,
21 #default settings result in zero rules learned Data
21 apriori(groceries) -
23 Ogrocer.. Formal ¢lass tr..
4 Ogrocer.. Formal class ru.

25 #set better support and confidence levels to Tearn more rules

26 groceryrules < apriori(groceries, parameter = Tist(support = 0.006, confiden
ua Files Plots  Packages  Help Vi
28 #look at the first three rules = -

29 inspect(groceryrules(1:3]) gl

33 #mproving mode] performance sorting grocery rules by lift
34 inspect{sort(groceryrules, by = "1ift")[1:5])

36 #finding subsets of rules containing any berry itess
37 berryrules < subset(groceryrules, items ¥in% "berries")
38 inspect(berryrules)

40 #writing the rules to a csv file
41 write(groceryrules, file = “groceryrules.csv” sep = ., quote = TRUE, row.na.

M6 [lop Leve) ¢ T Scripd £

Cansole 80

Now, I want to find a subset of rules containing any various items and how for that I
have to use the subset function these is the it contains the rules and item is varies. Now [
just execute this command after executing this command, I have to inspect this

command.
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= Addim -
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28 #look at the first three
29 inspectigroceryrules[1:3]

Save *hun W Soume »

13 #Improving mode] performance sorting grocery rules by 1ift
34 inspect(sortigroceryrules, by = "Tift")[1:5])

36 #finding 3 tems
37 berryrules < subset(groceryrules, items Xin% "berries")
38 inspect(berryrules)

subsets of rules containing any berry

40 '-'.-.'I'.':I!! the rules to a csv file

41 write(groceryrules, file = "groceryrules.csv”,sep = ",", quote = TRUE, row.na.

Top Live) ¢ R Sripl

Conigle  Terminal =

Ths rhs support confidence 1ift count
[1] {berries} == {whipped/sour cream} 0.000049314 0,2721713 3,796886 89
[2] {berries} = {yoqurt} 0.010574479 03180428 2,279848 104
[3] {berries} => {other vegetables} 0.010269446 0.3088685 1.596280 101
[4] {berries} == {whole milk} 0.011794611 0.3547401 1,388328 116

=

[ 7 1 MTIEN 2

Envirgnment  History  Conmestisne., ™
2 P import Outaint + | f = e
0 Global Envievemment =

Data

Oberryr. Formal class ru
Ogrocer. Formal class tr.
Jgrocer.. Formal class ru..

Files Plots  Packages Help  Visn

I Fapart =

Now it is showing rules with berries.
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G e e b e e e
¢ Q@-He A v Addes » & Project: (ors) =
0] Upiited]* = Envionment History Conmectioni ™
SourponSae | & A - *hn "4 Souwre - # H | P impoet Dt + | f = L
28 #look at the first three rules i Global Enveosment *
29 dinspect(groceryrules[1:3] Data
3? Oberryr. Formal class ru
32 Ogrocer.. Formal class tr.
13 '-I'|-;:| oving mode] performance sorting grocery rules by lift | Ogrocer. Formal class ru.
34 inspect(sort{groceryrules, by = “Tift")[1:5])
35 . Rl Pt Puckages  Help  Vian®
W -
a1 (loplewe) 3 R Saript 2 & Expant =
Consale  Terminal =
tropical fruit} s {pip fruit} 0.000456024 0,2634361 3.482649 9
» #finding subsets of rules containing any berry items
» berryrules <- subset(groceryrules, items Xink "berries")
> inspect(berryrules)
Ths rhs support confidence 1ift count
[1] {berries} w> {whipped/sour cream} 0.009049314 0,2721713 3,796886 89
[2] {berries} == {yogurt} 0.010574479 03180428 2,279848 104
(3] {berries} =» {other vegetables} 0.010269446 0.3088685 1.596280 101
[4] {berries} = {whole milk} 0011794611 0.3547401 1,388328 116
>
[ eI MTIENE A - -- L

Berries whipped and sour cream berries and yogurt with confidence level these berries
and other vegetables and berries and whole milk, these are the most frequently bought
items with berries. Now I have to write the all the rules into a particular file for that |
have to use right command, right the grocery rules into the file grocery rules csv. Now I

am now trying to execute this. Now the file has been created. Now I have to check the

file this is the rule files here inter rule files has been saved.




Now, this is the procedure of how to generate association rules and save into the csv file

the library is arules.
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Decision Trees

* The decision tree induction is learning of decision tree from class
label training data
* The Cars Evaluation data set

*#V1 buying price v-high, high, med, low

V2 price of the maintenance v-high, high, med, low

*#V3 doors 2,3, 4, 5-more

*#V4 persons 2,4, more

*#V5 luggage boot small, med, big

V6 safety low, med, high

V7 class unace, ace, good, v-good
*Packeges

*caret

*rpart.plot

*Rpart

1071

Now, I am going to show; how to generate the decision tree for creating decision tree we
have to use 4 packeges; one is caret another is Rpart dot plot and for decision tree
generation €1071 and Rpart e1071 is the most important packege for creating decision
trees in I am using one data set; this name is car evaluation data sets, it contains 5 7
attributes price of the car maintenance value of the car doors of the car number of
persons can sit into the car the booted the luggage area of the car the safety matters of the
car and class; the class is either unsatisfactory, it is satisfactory good or very good these

are the class now you want to make decision tree based on this information.
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After generating the decision tree; we are we will predict one value.
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e =

e e e e bl e e

¢ @-Hul o4 - dibdes = B progct ore) =
A I Enviroament  History  Conmectioni—.
- L . . -
) _a & B Import Dutsset = | = 1
1 bl Enveosrment *
CoihiningDutas
. . Data
whole milk} = {root vegetables)  0.007015760 0.4107143 3766004 6 Oberryr. Formal class ru. Q
9 Ogrocer.. Formal class tr. O
[4] {beef, Ogrocer.. Formal class ru.. O

Files  Ploti  Packages  Help  Visul
B bepen » | O

other vegetables} => {root vegetables}  0.007930859 0.4020619 3.688692 7

B
[5) {other vegetables,

tropical fruit}  w {pip fruith 0.009456024 02634561 3.482649 9

> #finding subsets of rules containing any berry items

> berryrules <- subset(groceryrules, items %ink "herries")

> ﬁnﬁpect(berryrules]
rhs

hs support confidence 1ift count
[1] {berries} = {whipped/sour crean} 0.000049314

0.2721713 3.796886 89

[2) {berries} => {yogurt}

[3] {berries} =» {other vegetables}
[4] {berries} w> {whole milk}

> fwriting the rules to a csv file

0,010574479 0,3180428 2,279848 104
0.010269446 0.3088685 1.596280 101
0.011794611 0,3547401 1,388328 116

» write(groceryrules, file = “groceryrules.csv” sep = “,", quote = TRUE, row.names

= FALSE)

>
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33 #train

15 frepeats
T reetrl -

3 set.seed(3
39 dereefit

orint dtr
44 dtree_fit
prpldtree_
51 predict(de

[+ €]

testing(l,

= hddim =

rraincontrol (method = “repeatedey”

333)

< train{c] ~,, data « training, method « “rpart”,
parms = Tist{split = "information"),
trontrol=trctrl,
tunelength = 10

, number = 10, repeats = 3

fitifinalMode], tweak = 1.2)

ree_fit, newdata - testing(l,

c@ulalela

ur dat grocer.. Formal class tr.

K Project: (Nore) =

- Environment  History  Conmestisne., ™
™ Import Dataset = | &

Lt =
T Global Enveooment =

Data

Jberryr. Formal class ru

grocer.. Formal class ru.

Files Plots  Packages  Help Vi

2 fapant =

Now, I want to add the library caret Rpart Rplot and €701 e1071. Now, I have to read the

data from card data, then I have to view the structure of the data set.
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6)

Souroe on Save

13 car_d\"-
14 stricar_df

17 Ln-ad car_d

19 #pata slicing is a step t

Consele  Terminal

> library(el071)
» library(el071)
> #Data Isport

» car_df <= read
> str(car.df)

‘data, frame':

§ bypr:
§ mact:
$dr
§ prsn:
§ lgbt:

To check t

Factor w/ 4 levels “hig
Factor w/ 4 lavels "
1 Factor w/ 4 levels “2",
Factor w/ 3 levels "2"
Factor w/ 3 lavels

A 7

read,csv("car.data”, sep

f

.csv(“car.data”, sep = *,', header = TRUE)

1728 obs, of 7 variables:

s 4.

o0 Ao
,imore™: 1
4 "more”: 111

“big","med","smal1":

-

44444444
44444444
11111111.,.

1111112 ...

B e @ulaleio]

B Projoct: (ors) »

=" Environment Hitory Conmectiont— ™

P import Dutaset « | = Lt =
T Gobal Eironement +
Data

Deardf 1718 obs, of 7

. Rl Pleti  Puckeges  Help  Visa

= Fxpart =

It is showing the structure of the data set it has 4 levels bypr means buying price mact

means the maintaining cost, it has 4 levels door number of doors peers number of

persons here these are the structure of the data set, then I am to display, the first few data

set and it is displaying the data set 6 data sets, then I have to divides the data set into 2

parts 30 percent for testing the decision tree and 70 percent for training purpose that is



why I am creating a party one partition based on class column; cl is class based on class
column and 0.7 means seventy percent of data will be used for training purpose list is

false.

Now, at at first, [ have to make a seed on random value, then I have generated a training
data set. Now, training data set has been created. Now test data set; these are the test data
set. Now I have to check the dimension of the training data set. Now, it is show showing
the dimension of the training data set and testing data set the training data set contains

1211 records and test data set has 5 517 records with 7 attributes.

Here is the summary of the car data sets. Now, I have to apply the training with number
of 10 folds number of 10 folds number of resampling iterations, these are number and
repeats means the number of complete sets of folds to compute I am here using repeated
cv method for training, there are lots of method available boot method boot six 32
method cv method repeat cv method for training our data. Now execute training make
one random variable, then then I have to create the tree these function training these are
training function and it will create store the tree into the tree feet this is a class level data
is training data I am using Rpart method is the transaction control tune length is 10; 10 is

the number of resampling iterations.
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LA [ Envirowment Hatory Consectioni—
Source on Save L A hy o+ Tomen * * Import [taset = i =y

39 dtree_fit <- train(c] -., data = training, method = "rpart”, T Global Enveernent *
40 parms = list(split = “information"), pata
tréontrol=tretrl,

car_df 1728 obs. of 7 ..
tuneLength = 10

41

M

" Tetr intrain int [1:1211, 1).
44 drree_fit testing 517 obs. of 7 v.
45 §

46

46 g Files  Plats  Packiges  Help  Visal
B Frpon +

Consale  Terminal =)

cl

acc ;384

good : 69

unacc:1210

vgood: 65

» tretrl <- traincontrol(methed = “repeatedev”, number = 10, repeats = 1)

> set.seed(3333)

> dtree_fit <- train(c] ~., data = training, method = "rpart”,
parss = list(split = “information™),
trontral=tretrl,
tuneLength = 10)

B e @lvlalelo oo =a |

Now, you have to execute the train data to create the tree. Now, tree is created; now I

have to get that tree information; these are the data of a this is the complexity parameters



this is the accuracy and kappa value and it is showing it is using cart algorithm, there are
6 predictors and 4 classes. Now I want to plot the tree plot the decision tree; these are
decision tree, but it will be due to graphics problem in this machine, it will not displaying
properly. Now we have to test one dataset. Suppose, these one testing data set the testing
dataset showing buying price is very high maintenance cost is very high and class is

unsatisfactory these my testing data whether these data is correctly predicted or not now.
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SoureonSew | 4 S . il Source *
1

44 deree_fit

45

46 #rloat ision Tree

47 prp(dtree_fitifinalmode], tweak - 1.2
48

car_df 1728 obs, of 7 ..
dtree_. Large train (24

49 iPre an N intrain int [1:1211, 1).
50 testing(1,]
51 predict(dtree_fit, newdata - testing[l, Flei  Plots  Packages  Help  Visw®
' o 2 20om | Bpon- 10 |
Consale  Terminal =
[ =2 —
Mg Du [&
0.01648352 0.8065620 0.5775304 i TE
0.01831502 0.7979%43 0,5577698 o~ .Jé-.
0.02060440 0.7941443 0.5480378 L

0.02197802 0.7922137 05480683 le 78
0.068681327 0.7883246 0,5726618 P e M e
009340650 0.7233582 0,2223118 ‘\ae,-%;l,:h ~Jh ]
SeT e S L TiEn
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Accuracy was used to select the optimal mode] using the largest value.

The final value used for the model was cp = 0,01096901, ® “I.'\é"

> #Plot Decision Tree —

> prp(dtree_fitSfinaluodel, tweak = 1.2) E[,G
B [C@lulald]a - -c |

I am now I am predicting the same data here new data set predict dtree the data record is
this now; now it is predicting correctly because this unsatisfactory and in my dataset it is

also unsatisfactory here these both are same.
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K Means Clutering

* The k-means algorithm generates the clusters were centre of each
cluster denotes the mean value of the respective objects
* Input — k number of clusters and data set
* Qutput- set of k clusters
*The Whole Sales Customers data set

sChannel

*Region

*Fresh

Milk,

*Grocery

*Frozen

Now, I want to show how to apply R program to use k means clustering the k means
clustering generates cluster where the centre of each cluster denotes mean value of
respective objects the input set of k means algorithm the number of clusters you want to
generate and the data set and it will create k k clusters in my data set, I am using 1
wholesale customers data set in that data set, there are lots of attributes; I am I am trying
to the attributes are channel regions fresh milk grocery I will generate the clusters on

grocery attribute.
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0 jnsiled] =" Environment History Conmection. ™
| [JSourceonSave | & F « *hun M Source * 2 P import Outaet + | = e
1 cat{"\014" | T Ghobal Enviremen »
2 m(list=1s()) Data
3 setwd("C:/MiningData"}
4 Dcar_df 1728 obs. of 7 .
5 #pata Import Odtree_. Large train (24
: Jcsv("whol - .csv" TRU .
? x<- read.csv("wholeSaleCustomersData.csv"  header=TRUE) Bauiata Pl ohe. of 7Ivar-
& #kmeans cluster
i Files Plots  Packages Help Vi@
9 km <~ kmeans(xiGrocery,d,10) = ud
10 print(km) B room Begon: 0 |
11 plot(xiGrocery, col = kalcluster)
iy
/. 3 "-""". —

B g olalga]




It is very simple program at first, we have to read the data from the wholesale customer
and data is stored in x very well now and to generate k means cluster on grocery data
with 4 clusters and with number of iterations will be 10. Now, I am executing the k

means algorithm.
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I =
e T———————
e .0y @ » Addlg - i
0] Lintithed] o=  Envionment History Conmections., ~
SourceonSee | & A - *hp e . ™ lport Dataset = | o = Lt =
3 setwd("C:/MiningData’ T Global Environment
4
. Pe— Data
; port
6 x<- read.csvi"wholeSaleCustomersbata,csv”  headersTRUE km List of 9
: 5 ® 440 obs. of 8 v.
#kmeans s cluste
9 km <~ kmeans(xiGrocery,d4,10

10 print(km
Files Plets  Packages Help Vi@
11 h]nt xiGrocery, col = kmicluster) - P |

2 xpon *

Consele  Terminal =

[371] 44424424
[408) 34444244
within cluster sum of squares by cluster:

[1] 1259581308 937693164 1297263595 766569865
(between_55 / total 55 = 89.3 %)

Available components:
[1] "cluster” “centers” "totss” “withinss" “tot.withinss"

[6] “betweenss"  “size” “fter” “{fault"
»

B T eulalele

It will be the result will be stored in km objects and I want to print the [Noise] data it
contains 4 clusters with these are the mean values of 4 clusters, these are the cluster
vectors within cluster some squares by clusters are this some of the objects of these

clusters these are the available components.
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Now, we want to generate the cluster on grocery. Now it is showing the clusters on
grocery; there are 4 clusters this blue, one is one cluster, red one is another cluster and
green one is another cluster and very small; these are very small cluster, it scattered

basically.
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§ ipata Inport i Ghobal 1
6 x<- read.csv("wholeSaleCustomersData.csv" header=TRUE) bata
7 O kn List of 9
B #aens cluster Ox 440 obs. of 8 v.
9 km <= kmeans(xiGrocery,4,10) o
10 printi(km)
11 plot(xiGrocery, col = kmicluster)
2| | Fes B Padq- Help  Visnd®
R e P zoom | Bopon: 0 |
Consale  Termimal -
[408) 344442442223422442424442444224344
within cluster sum of squares by cluster: E‘ 8
[1) 1259581308 937693164 1297263505 766569865 g =
(between_s5 / total 55 = £9.3 %) 6 @
I
Available components: " o
[1] "cluster” “centers” “totss” "withinss" “tot.withinss" 0 200 400
[6] "betweenss"  “size” "iter” “ifault"
> plot(x§Grocery, col = km$cluster) [ Index
»
B C@ulalgig] - - 5

Suppose, I want to display inter cluster all the clusters of all attributes now it is showing
all the cloud clusters of all attributes here these are clusters of channel attributes these are

clusters of where is the grocery is the clusters of grocery attributes.
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#Data Import

#kmeans cluster

e

10 print(km)
1 plet(x, col = kmicluster)
12

121 [lopleve) &
Consele  Terminal

C/MiningDats/
[1) “cluster” “centers"”
[6] “betweenss"  “size”

In addition: warning messages:

1: In min{x) : no non-missing arquments to min; returming Inf
2: In max(x) : no non-missing arguments to max; returning -Inf
3: In min(x) : no non- missing arguménts to min; returning Inf
4: In max(x) : no non-missing arguments to max; returaing -Inf

> plot(x, col = kmScluster)
>

km <~ kmeans(xiGrocery,4,10)

x<- read.csv("wholeSaleCustomersData.csv” , header=TRUE)

“totss”
“{ter”
> plot(xSGrocery, col = km$cluster)
> plot(xScluster, col = km$cluster)
Error in plot.window(...) : need finite "x1in’ values

L1 Progect: (Nors) =

sD Emvironment  History  Conmectiont—, ™
g S - & P iportDaset | S -
" Global Envecoment + Q)
pata
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Naive Bayesian Classification

L

*The mushrooms data set are used
*Attribute Information: (classes: edible=e, poisonous=p)

* 1 capsshpe; eelleb conicalec, convexsx, flatef,

L knobbedsk sunkenss

* 2 cap-suriace: fibrouss] groovessg scalysy,smoathas,

= 3. cap-color: brown=n buft=b cinnaman=¢ gray=g green=r,
pinkep,purplesu, redse, whitesw yellowsy

o 4, brulsest: brulsesst,nosf

+ 5. odor: almands=,anises| creasotesc, fishy=y foul=f

.

musty=m nanesn,pungentap, spicyss
* b gill-attachment:  attached=a descending=d,free=f,natched=n
= 7. gill-spacing closesc crowdedsw, distant=d

* B gillsie: broadsb,narrawsn
+ 9, gill-color: black=k biown=n,buff=b,chocolatesh,jray=g, freen=r,orange=o pink=p purple=u,red=e,
. whitesw yellowsy

= 10, stalk-shape: enlarging=e,lapering=t

Now, Naive Bayesian classification Naive Bayesian classification, we classify the data

set based on the probability Naive based theorem and I am using one table it contains

mushroom data set its very big table it contains one class.
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Whether; it is eatable or poisonous the class are e and p whether it is eatable and

poisonous these are the characteristics of mushrooms these are the characteristics values

just like odor; odor means odor odor type of odor.
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TR
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PEmoEssEEED

) e peGununmd
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- IEERONE W,
available components; M EENWERE

[1) "cluster” “centers” “totss” “withinss" “tot.withinss" | LA U H UL K
[6] “betweenss®  “size” “{ter” “$fault” | ° qeprirge

> plot(xSGrocery, col = kmScluster) 10 tetd 0 0
» plot(xScluster, col = kmcluster)

Error in p'lot.m'ndwl,'.._‘) : need finite 'x1in" values

(Refer Slide Time: 49:32)

= ]
B b e v e e e ey e ey
¢. - He * * i K Projoct. (None) =
0 Unsited1* =% Environment History Conmectiont. ™
H Jscanaonsee | G A = hn % Soume T T
92 rhizonorphs=z, rooted-r ,missing=" " Global Envecoment + O
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Okn List of 9 q

95 14, stalk-color-above-ring:  brown=n,buff-b,cinnamon=c,gray=-g,orange-o,
96 pink=p,red-e,white-w,yellowy
97 15, stalk-color-below-ring:  brownen,buffb,cinnansnsc,gray-g,orange-o,
98 pink-p,red-e,white-w,yellow-y

ox 440 obs. of 8 v..

99 16. veil-type: partial=p,universal-u Files Plois  Puckages Help Vi@

100 17. veil-color: brownen,orange-o,whitesw, yellow-y B = 04

101 18. ring-number: @i, ofie=0, tha-T @ Toom | = Fapart *

102 19. ring-type: cobwebby=c,evanescent-e, flaring-f, large=1,

103 nonesn, pendant«p, sheathing-s, zone-z

104 20. spore-print-colar: black=k,brown-n, buff-b, chocalate=h, green-r, L

105 orange=o,purple=u,white-w,yel low=y LY ] [} bg

%g; . powlation: : " abundant-a, clustered-c, numarous-n, omoEnmERE
scattered=5, several=v, solitary=y =

108 22. habitat: grassessg, leaves=1,meadows=m, paths-p, LA

100 urban-u,waste-w, woods-d cfERERENE

110 JEEROER W,

11 . cmEEuEzeE

112 | [EEERRNN IS

n:,‘ g . n‘ﬁ'l'iii

131 [ Level) ¢ R Saript 2 0 besld 0 1]

It contains lots of attributes cap shape cap surface cap colour, these are the abbreviations
of the table, these are the abbreviations of the tables and two classes eatable or poisonous
to execute Naive Bayesian algorithm, we need to include two libraries one is Carret and

the other one is proc library, then I have to import data same way.



(Refer Slide Time: 50:45)

= ERES )
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Omushro. 8124 obs, of 23
2 s ¥ i a f c
LIE b 5 W 1 | I c 3
4 p ¥ W i P f 2 r
.7 Files  Plots  Puckages  Help Vi@
Showing 1105 of 14 entries - I Fapart =
Console  Terminal =0

C:/MiiningDhata,
> m(list=1s())

> setwd("C: MiningData™)

» library( caret )

> library( prOC )

> #Data Import

= mushroombf=read. csv(“"mushrooms  csv”, headersT)
> #Data View

> View(mushroombf)

>

B¢ @vlalea] - ol
Similarly, then want to view the mushroom datasets this is the same data.
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i #0ata Import 0 bl Envrcirment *
9 mushroombf-read. csv("mushrooms.csv" header=T) Data
10 #Data View

11 view(aushroonof) Omushro.. 8124 obs, of 23

12 fead(mushroondf)

13

14 #class view

15 table(mushroomdficlass) Files  Piots  Packages  Help  Visw®
16 stri mushroomdf o8 Export »
17

18 #pata Partitioning

19 set.seed( 4 )

0

11 partitionData <~ function( data, fractionoftataForTrainingbata - 0.6 )

22

23 numberofows <- nrow( data )

4 randomRows <= runif( nusberofRons )

25 flag <- randomRows <= fractionofbataForTrainingData

26 trainingData <- data| flag, |
27 testingData <- datal !flag, |
28 dataSetSplit <- list( trainingData = trainingData, testingData = testingDat:
29 datasetsolit -

121 Top Leve] & R Seript

HE . c@lvlalzia] g oo

These are the first few first 6 data sets, it is very big table that is why it is displaying this
way first six in second second set of attributes these are third set of attributes these are
the fourth set of attributes this because there are lots of attributes that is why it is

displaying this way.



Now, I want to view the class table; there are 2 classes eatable and poisonous; there are
4000; around 4000 classes mushrooms are edible around 3000 classes are poisonous

mushrooms.
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W1 (loplewd) ¢ R Scripd &
Conssle  Terminal =
Co/Mining Data,
§ ring.type : Factor w/ § levels “e",” “gvat 999 318 3 5
558...
§ spore.print.color « Factor w/ 9 levels "b"." 34434334
33...
§ population : Factor w/ 6 levels "a","¢","n" 43341334
sS4 ...
§ habitat : Factor w/ 7 levels "d","g","1"\"n",..: 62462244
24 ...

Y
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what is the structure of the; these are these is the structure of the data sets there are
twenty three variables in the data sets and around eight thousand observations, then for

again have to partition the data for training set and test set.
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5 flyg < randomows <= fractionofbataForTrainingData W ciobl Enveceenent ©
26 trainingData <- datal flag, | Data
27 testingbata <- datal (flag, | . ) ) Omushro.. 8124 obs., of 23.
28 dataSetSplit < list( trainingData = trainingData, testingData = testingDati -
29 datasetsplit iilLaaks ‘
0} partit. function (data,
£ |
32 paritionedvata <- partitionData( mushroomnf ) Pl | s | Pockaons | Hap | Vianll)
33 trainingbata < paritionedDataitrainingData 2 apon
34 testingbata < paritionedDataltestingData
35
ik
151 [Top Leve]) & Rt Seripe 2
Conssle  Terminal =
MiningDuta,
+ numberOtRows <= nrow( data )
" <= runif( n fows )
+ flag <- randomRows <= fractionofpataForTrainingbata
+ trainingData <- data[ flag, )
+  testingbata <- data[ !flag, ]
+ datasersplit <- list( trainingData = trainingData, testingData = testingData )
+ datasetsplit
+1
>
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Now training set is being generated now test set is generated now to make a schema class
and odor class versus odor schema. Now testing the data set on class equal to p actual
results now have to develop the confusion matrix with the probability test with the
function probability test. Now confusion matrix has been generated. Now I have to make
prediction curve. Now, execute the naive Bayesian algorithm on training data and it will

be stored in nb dot model and this will be the predicted data.

Now, prediction on any model testing data type is raw now and to print the confusion
matrix the prediction two prediction data two see for prediction data 2, this is the

confusion matrix references is e to e is and with accuracy 0.9851; the class is edible here.
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62 nb.Pre. mum [1:3242, 1:

63 nb.Model naiveBayes( schema, data - trainingData a0 pariti.. Large list (2 e.

64 nb.Prediction predict( nb.Model, nendata - testingbata, type Faw -

&8 testin. 3242 obs. of 23.

66 print( getconfusionMatrix( nb.Prediction[, 3

67 plotrocCurve( nb.Prediction[, 2], "RoC curve for Naive Bayesian Classificatiol Plas | Pl o Hep | Vel
1] I Fapon »
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> print( getConfusionMatrix( nb.Prediction(, 3] ))

Error in nb.Prediction[, 3] : subscript out of bounds t

>
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Suppose, [ want to check another data this is the first data no there is no; now I want to
plot the ROC curve or Bayesian matrix prediction matrix. Now this is the curve these

ROC curve for Bayesian classification is a specificity and sensitivity curve.
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Therefore, for executing the Naive Bayesian algorithm at first, we have to partition the
data into training set and test set then make a schema in this class with an particular
attribute then the actual results based on poisonous here then generate the confusion

matrix after that execute the Naive Bayesian algorithm these are procedure ok.

Thank you.



