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In the process of obtaining the best regression model either a line or some other non-

linear function what we did was to define some kind of goodness of fit in the case we

considered it was the squared error.
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That means, you take the actual value of y, using the model regression function f you get

an  some parameter  of  the  function  f  you get  a  predicted  value.  Take the  difference,

square it, add up over all the trading data. So, what we do is to for each training data find

the error. Take the square add up over the importantly training set. So, this summation is

minimized and then that will give you some value of the theta parameters the coefficients

of the regression.

So, this  process is  actually  sometimes known as empirical  learning,  empirical  means

something which is based on data on experiments and the known experiments previous.

But what we are actually interested in is not to minimize the error on this training data,

but to give the best prediction on an unknown future data ok. So, that is what because we

know how stock prices depend on say things like national GDP and other things, today’s



stock price, we are not interesting today’s stock price we are actually find a model that

fits the stock price over the past one year very good very nicely that is fine. But what we

actually want is to predict tomorrows stock price very well ok. So, that is the goal for the

future data you want to do well. 

The usual assumption is the way data past data behaved future data will also behave

similarly ok. So, if we have a model which minimizes error on past data it will also

minimize the error on future data ok. So, that is the assumption, but that is not always

true and we have the problem of overfitting in certain cases. 
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For example, I have a training data like this is a line linear then we will have something

like this. But the problem is and this may have a high error on the training data itself ok,

forget about future. So, to minimize the training data what we can have is to have a more

complex model than non-linear regression model ok, it will fit the training data very well

almost together, but it may fail on a future data. So, this may be a complex model; future

points ok. So, this is a problem overfitting. 
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So, overfitting means we have matched the training data to well we have got a very low

training set error, but we are failing to perform on a new data it is like rote learning. So,

on the exercises of your book you have learned very well you have made no error, but

you  cannot  generalize  you  cannot  apply  this  in  future.  So,  you  get  a  very  poor

performance when you perform on a new example. So, that is the problem of overfitting.

So,  that  is  a  common problem in regression also that  what  is  the  regression model,

should it be too simple or should it be too complex.
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So, sacrifices some training set error for a better purpose. So, you see there is some error

not as high error as this, but not as low error as this ok. So, the principle is actually like

this, the principle is called.
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So,  Ochams was a  barber  in England in 1300 C,  gave a principle.  Use the simplest

model, this is the general principle to be followed in any predictive data binding task ok.

It is a very important principle as a practitioner you should always use this. 
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So, it is generally  the carbs will  look like this  if you increase the model complexity

which may be the number of attributes. So, model complexity is, so it can be, so how

does model complexity this is the simplest model, this is little more complex, this is little

more complex, this is little more complex and so on. So, this is this and y axis is the

training error.
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As you increase model complexity you can better and better fit the training set, but it will

test set error will increase. So, this is the, this is not optimal, this is optimal and again

this  is  not  optimal.  So,  this  is  the  this  is  the optimal  point,  not  too simple,  not  too

complex. 
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There is another term people use training sets. 
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Let me explain what it is. 



(Refer Slide Time: 15:30)

3 ok, straight line, model two is a cubic curve ok. So, so the model 1, will have some

sum squared error on this training said let me call it e 1. Model 2 will have some error on

another training set sorry model one itself will have error on the training set and it will

have a third error on the third training set. So, either of model 1 if I want to calculate

which error will you quote e 1 or e 2 or e 3 which error you will quote. So, what you

quote is 3 components two components of the error. Error is this is the bias of the error

and error is if I call it biases b the variation from the mean value of the error variation

one-third, ok. 

So, total error is bias plus variance because see it see error on single training set does not

matter on different-different training sets for what error are you getting ok. So, your error

of any model is the bias average error our training sets plus the variation of error about

the training sets. 
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Now, simple models like model 1 will have high bias error, but low variance ok, whereas

model 2 they will fit at an each of the training data they will fit well, but there will be a

large variation ok. So, there is a trade off if you have simple model you have high bias

low variance if you have complex model you have low bias high variance. So, minimize

select the model which has lowest bias plus variance ok. So, these are the two extremes

ok.

(Refer Slide Time: 21:40)

So, this has a simple model, and this is, yes ok, ok. So, that that is the principle.
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So,  usually  what  we do is  that  you use not only training  and test  data  you do your

validation data also. You find that training data to find the best model parameters use the

validation data to have the best model among all the models and finally, use the test data

to calculate the error. So, it is like when you prepare for an exam you do the exercises of

a book, how well you are prepared you give a mock test that is the validation data, and

your actual performance is the marks on the actual test which is the test data ok.
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So, now some more applications of time of this regression. 
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So, y axis is some quantity which varies with time and x axis at the time instant. If we

know the value of y up to nth time you have to predict the value of y at n plus 1th time

that is the problem. So, how do you solve it in time series in using regression? 
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You make a model like this, you have to predict y at n plus 1. You have to predict and

your independent  variables  are  now this  values  of y previous  values  of y dependent

variable is value you want to predict, next time instant. So, let me write down properly y

n. So, independent variables are previous value dependent variable is next value. So, this



type of regression is called auto regression, regression on itself so that you can use for

time series. 
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Another is a regression tree, where you say approximate any function by a regions and

constant values on that region. 
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Regions you find by branches of the decently and taking at a constant value like this ok.
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So, then there are different ways of finding.
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And  another  way  is  you  use  several  regression  lines  and  then  add  them  up  called

ensemble regression ok.
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These are the different techniques and you have to go through these steps if you want to

do data mining algorithm in the following as we have discussed.

So, thank you. In the next lecture we will discuss some techniques of dimensionality

reduction.



Thank you.


