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More on RSA 

 

We talk about more on RSA like; so you have seen the RSA cryptosystem. 
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So, where Alice and Bob is communicating and Bob is doing key generation or the set up 

because Bob has to get the Bobs public key; and because Alice wants to send a message 

to Bob so Bob has to Alice need to get Bobs public key. So that Bob can only do this 

setup in order to get the Bob public key private keep here. For this setup we need to have 

say Bob has to choose two prime number p and q, such that two prime number p and q 

then Bob. These two primes so Bob has to choose then Bob compute p into q, and then 

Bob computes phi n which is Euler’s phi function and then Bob choose a e which is 

basically the city of which is basically co prime phi n in order to have the inverse. 

That means you will have the inverse that is called d. So, e d is congruent to 1 mod phi n 

it is inverse exists because we have this condition they are relatively prime. So, this is the 

key generation phase. So, Bob has to do this key generation and then Bob make d 2 the 

private sorry, d and the public key is basically d and p q, p q also be private and public 



key basically n and e and this will be sent to Alice or anybody else who wants to send a 

message to Bob. 

So, suppose Alice wants to send a message to Bob so Alice will receive Bob public key. 

So now Alice will compute, so n to the power so this is the ciphertext m to the power e 

mod n. And also then this is the encryption and for decryption or Bob will do Bob will 

compute y to the power d mod n. So, this will give us n this we have correctness we have 

seen. So, this is the RSA cryptosystem. 
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So, we today in this talk we will talk about some computational aspect on RSA and the 

security aspect on RSA. Let us start with the computational aspect of RSA. So, the 

complexity of the computation requires two steps like: for actual encryption and 

decryption. So, we have seen for encryption we need to do the n to the power e so that 

exponentials and how we can calculate. And for decryption also Bob has to calculate y to 

the power sorry; for encryption x 2 m to the power e and for decryption Bob has to 

calculate. 

So, for encryption m to the power e; so how one can calculate this? So, m may be some 

large number say 191. So, e may be some another number say 9, so mod something some 

large number. So, how to calculate this type of exponentiation? This is in encryption as 

well as for decryption also, but Bob is doing good, because this is a number so this is 

51123 say for example, answer d is some number say 411697 mod something. 



So, this is one aspect of computation complexity. How one can calculate such 

exponentiation? So, that you have to handle. And another issue is we meet the primes so 

p q. So, how to get the primes p q? So, is there any algorithm who can give us the prime 

p q, so the prime numbers. So, that is the key generation step. So, this two are basically 

computational aspect of RSA. 
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Now, for encryption, so exponentiation we need to do. Basically you need to compute 

some a to the power powers or x to the power some power something like that. So, both 

involve some large. So, these are under modular operations. So, under modular operation 

we can use this fact that a mod n into b mod n then mod n is equal to a into b mod n. 
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So, suppose for RSA we need to do the exponentiation. So, suppose we want to calculate 

the x to the power 16. 
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Suppose you want to calculate x to the power 16. So, x to the power 16 is basically x into 

x into x 60 times or say 16 times. So, this if we need to calculate x to the power e or to 

say x to the power m or say x to the power n. So, this is (Refer Time: 05:55) approach. 

So, this will take order of n times I mean like n multiplication, if it is x to the power n 



like this. So, how we can have efficient computation for this exponentiation, so that is 

one challenge in RSA. 
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For that finding x to the power 16 what we can do we can just calculate x square then 

again x square into x square, so x to the power 8 then x 3 or 4 then x to the power 8 like 

this you can do. 
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So, this is called, this technique we will use in what is called square and multiply 

method. So, more general suppose you want to find a to the power n, so a b are two 

positive integer. Now we express m in a binary form, like this. 

(Refer Slide Time: 06:56) 

 

Suppose we want to calculate a to the power m. So, our a and m are two positive integers 

now if express m is in binary say b k b k minus 1 up to b 0, k bit binary bit. Now, m will 

be written as what? M will be written as b 0 plus b 1 2 plus b 2 2 square like this; that 

means, b k e to the power k. This is in decimal integer the m integer. So, to get the binary 

form we have to divide keep on dived by 2. So, you got b 0 then we again dived by 2 on 

the remainder like this we want to do like this. So, this is basically you can denote by 

some of the b i 2 to the power i; i is equal to 0 to e.  

Now we are calculating a to the power m. So, a to the power m is basically; this we can 

just write a to the power, so summation of b i. So, this we can write just summation of 2 

to the power i where b i is not equal to 0; so 2 to the power i where b i is not equal to 0 

that is it. 

This sum will take the product form, so a to the power two to the power i. So, this b i is 

not equal to 0, where b is not equal to 0. So, every time we will square it and once the b i 

is not 0 will multiply it, this is called square and multiply. So, this will give us this 

expression like this. So, if m is this then a to the power m is basically in this form then 

this is basically product from a to the power y. So, every time you square it, so a to the 



power a 2 i, so this is basically model is basically in this form; so this is called square 

and multiply method, square and multiply algorithm. 
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So, this will write in a pseudo code like this, so we start with z is equal to 1, z is that our 

a to the power m. So, now we start with that b k. So, this is b k down to 0. Now every 

time we square the z. So, z is equal to z square model and if the b i is 1 then only we 

multiply with a. So, b i is 1 then only z is equal to z into a mod n. So, every time you are 

squaring only will multiplies when v i is equal to 1. 
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So, here is an example. So, if you take n is equal to say some value 11413 this is in and if 

you take m is equal to 3533 and a is equal to 9726. And suppose you want to compute a 

to the power m 9726 to the power 3533 mod 11413 using the square and multiply 

method you have seen. So, we write this m into binary form, so this is the binary 

representation from this is from b 0 to b 11. And then we call this algorithm we start 

from b 11 and every time we square we start with z is equal to 1, every time square 

whenever we see a 1 in b i we multiply. 
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So, this z is basically 1. Now this is 1, we have to square the z, so 1 square and this is 

because this is 1 we have to multiply. So, this is this then again b i is 1. So, again we 

square this jade now z is this one. Now again we square z and then we multiply with it 

we got this and every time it has to be mod m. So, every operation is under mod m. So, 

this into this modern will give us this. So, now, b i is 0 we do not need to multiply with a 

square it z. So, if you square this z it will be d square then mod this will give us this. So, 

this way we continue finally we got this 5761 as the result that z. So, this 5761 is 

basically m to the power 8 9726 to the power 3533 mod 11413. 

So, these are called square and multiply methods. So, every time we square z and once 

we have a once you see a 1 we just multiply. So, this method has a problem in terms of 

what is called side channel attack. 
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So, it is says side channel attack. So, we will talk about the attack in more general we 

will discuss the crypt analysis. For the time being suppose this is Alice and this is Bob; 

and suppose Bob received this y to be this number a say 9726. And say Bob secret is say 

d is equal to say this m 3533. This is the secret of Bob, this is our n in our square, and 

multiply method and this is our m in our square, and multiply method. And so now Bob 

need to calculate this is the m which is the secret key of Bob. Now Bob need to calculate 

a to the power m mod n and suppose n is in we are taking the example that we have seen 

11413. 

So, suppose in Bob's machine Bob is calculating this using the method just now we have 

described this one that square and multiply method. So, Bob is having this secret key and 

Bob is receiving this ciphertext, now Bob need to calculate this in order to get the 

message back. So, this is suppose the plaintext. So if Bob calculates this, if Bob executes 

this algorithm in Bob machine then suppose Oscar is sitting in the side of Bob machine. 

Suppose Oscar is sitting here, Oscar is sitting here and Oscar is just watching the Bob 

machines functionality. In the box machine this code is running, this calculation is going 

on. Now Oscar is sitting, Oscar knows that the Bob is using the square and multiply 

method. So, Oscar knows that every time it is squaring and multiplication will be done 

except once this bits has won. 



So, Oscar will check the timing, how much time it is taking in the Bob machine or how 

much power consumption it is doing. When Oscar will see that some loops the power 

consumption this is basically a loop for loop; we have seen this algorithm has for loop. 

So, this is for loop it is starting from this, so this is basically for loop. In this for loop if it 

is square it will take similar time, but if it has to multiply. So, this operation square and 

multiply then the corresponding b i must be 1. 

So, that measurements Oscar can either by seeing the timing or the power consumption, 

because more operation means more power consumption. So, in the Bobs machine Oscar 

can fit a machine to measure the temperature or to measure the time. Then by seeing this 

how much time it is striking, suddenly Oscar see in some loops in some b l. Say for some 

loop this is a loop for k down to 1 and then we are doing every time squaring and 

sometimes you are multiplying it b i is 1. Suppose for l, i is equal to l to 10 Oscar is 

saying it is taking more time; that means, corresponding b 10 must be 1. 

So, Oscar will just measure the by sitting side, the Oscar will just measure the time of the 

computation by either putting some machine like the power machine or something. So, 

this is also called timing attack. Then Oscar will give this bits are 1 basically, because 

this is state taking more time because it is doing one more operation multiplying 

operation. So, then Oscar can gives these bits. This is 1, 1, 1 like this. 

So, this is called side channel attack we will talk about this on more details when we talk 

about the crypt analysis. So, this is my square and multiply method has a drawback. 
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Now, we will talk about another aspect of computation complexity of RSA which is 

called key generation. So, for key generation we need to have a prime number p q which 

is and we compute n is equal to p q and we are making n to be public. This means the 

RSA security is based on the factorization is hard. So, if we choose say n is say 27 sorry, 

21. 

(Refer Slide Time: 17:32) 

 



Then this one can easily guess that p is equal to 3 q is equal to 7. So, then it is not secure 

because once we know the p q then we know phi n then one can guess the e; e is known 

so one can guess the d. 

So, that is why we cannot take n to be so low number. So, you have to choose n to be 

large number in order to be n to be large number then p q to be large. So, we need to 

have to prime number p q so these to be large prime. So, for key generation we need to 

have a prime number not only prime large prime say 512 bit prime. Now the question is 

where form we can get this time, so that is one issue of computational complexity how to 

get a prime.  
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Suppose Bob needs a 512 bit prime. So, Bob need a cube p q which is 512 bit 0 on bits. 

So now the question is there any algorithm which can give us this prime I mean 512 bit 

prime or any bit. So, we will take give the input l bit and we can ask give me a prime; 

give me a prime of l bit. 

So, is there any algo which can do that? Is there any machine? Or is there any algo which 

can give the input 512, give me a prime number of 512 bit? No, there is no such 

algorithm exists in the literature which can give us a prime number. So, what we can do 

we can test the, we can do the primary test. We can choose a odd integer then we can test 

whether this is a prime or not. So, those are called primary test. 
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So, basically we can give an odd integer m of l bit say and then this algo can tell us 

whether n is prime or not. 

Suppose I ask you is the number 7 is prime. So, when a number is prime if it has only 

two divisors g 1 and itself, then we call the numbers to be prime. So, if n is prime so that 

means n has only two divisor 1 and n is same. That means, there is no other divisor of n. 

So now how to test 7 is a prime? 
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So, if you want to test 7 whether it is prime or not. So 7, is 7 is prime? So, how to case 

that? That means, we want to check whether the 7 has any factor or not other than 1 and 

7; that means, you have to check whether 2, 3, 4, 5, 6 this divides 7 or not. See if we can 

check that then we are done. So, no numbers divides 7 so that means 7 is a prime. 

If instead of 7 if we have some big number like n, so do you need go up to 6 or we can 

just go to the square root of 7. So, this method we can go up to the by checking square 

root of n to check n to be prime. So, we can go this method a is less than equal to up to 

square root of n. Why, because if n is has a factor which is greater than; if n has a divisor 

greater then square root of n which is say a. So n will be written as a in to b. So, a is 

divisor so b is another factor so then b must be b is equal n by a. So then b must be less 

square root of n. 

That means, if n is not a prime then there has to be a divisor which is less than square 

root of n. So, for this checking we do not need to go for up to 6, we can go for up to 

square root of 7. That means, square root of 7 is 2. So, we can just check whether 2 

divide 7 or not. So this is the nave approach, this is work perfectly fine. This is a 

deterministic approach, so this way we can tell the number is prime or not. 

So, problem with this method is if n is big number, suppose n is say 10 to the power 100 

then square root of n is basically 10 to the power 15. So, up to this much number you 

have to check for finding this is prime. So, this is not a very efficient method to check 

whether it is prime or not. 
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Another approach could be received this is the Seive approach. So, the idea is something 

we want to test whether n is prime or not. This is seive error for same. So, this is 

basically to test whether n is; the idea is we consider all the numbers from 0 to n and then 

we remove all the composite numbers. And then slowly the remaining number is 

basically the prime numbers. So, the idea is we just take all the numbers say from 1 to n 

and then we remove all the composite number like this way; we first remove all the 

number which is basically multiple of 2. Then we remove all the number which is a 

multiple of 3; multiplex 2 means to sorry for a 4, 6, 8 10 like this. 

Then we remove all the numbers which are multiple of 3 and which is not removed by 2. 

So, this is basically 9, 15, 21 and so on. Then we remove all the number which are 

multiple of 4, but do that is covered on that 2 multiple of 2, so we remove all the number 

multiple of 5; 45 like this. So, these why we will continue up to routine, because we are 

checking. So, this way we can just removing all the numbers which are composite. 
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That means, if we just take n is equal to 100, so 1, 2, 3, 4, 10, 11, 12, 20 like this then 90, 

91, 92 like this 99. So now first we remove or if we start from 0 and 1, so we remove 0 

and 1, then we remove all the number multiple of 2 like this, then we remove all the 

number multiple of 3 like this. Then this way we continue up to square root of 100. Then 

the remaining number left out in this table is the time number. 

But this method is also not so efficient because if n is large, this way the removing the 

composite is not so efficient idea. So now, there are some probabilistic approach. So, 

these are all deterministic approach now there are some probabilistic methods to test the 

primary test; so those are published approach. So, it may give us a prime number may 

not. So, the success probability is there. 



(Refer Slide Time: 27:02) 

 

So, those tests are basically Euler’s test then (Refer Time: 27:08) station test; we will see 

some of the taste in you know future talk. And then the Miller-Rabin test and maybe 

some more tests, but those are all for probabilistic test not the deterministic test. 
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So these are the test we have to run. This is basically summary of key generation for the 

prime. So, we pick an odd integer and then we have to perform the probabilistic primary 

test like we can use the Miller-Rabin test. And if we false then you have to choose 

another we have to try for another number. So, these are all to generate the primes. 
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So, this is the way how we can generate the way. Now come to the RSA security of this 

crypto system. How RSA is secured? Why RSA secure? So, RSA is based on the 

factorization is hard. 
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That means, n is public key of, so n is some p q we know, but only thing we should not 

able to factor it. So, that factorization must be hard. 
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So, for this purpose we can try to factorize; so these are the attacks on RSA like, brute 

force attack, mathematical attack, timing attack. So, timing attack means that square and 

multiply has seen some side channel attack. So, for brute force attack these are the 

parameter RSA should have in order to be c q. So, this numbers are basically key size are 

this many bits for our applications like military application we need to have the key size 

should be this. 

So, our prime number should be this many bits which is very challenging to get they this 

many bits prime number. So, these are under brute force methods. 
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So, there are some mathematical methods. So, this is the best known method for polite is 

one method for doing the factorization, this is the best method for doing the 

factorization; this time complexity. 
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And then we have seen the timing attack. So, timing attack is basically we have seen that 

if Oscar is sitting in front of the Bob's machine and if Bob is doing the square and 

multiply method for calculating exponent then Oscar can is the key. 

Thank you. 


