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Welcome back for the final lecture of this week. So, for relation extraction, we have 

talked about hand built patterns, we have talked about bootstrapping approaches and also 

supervised approaches. So, in this lecture, we will talk about a very interesting approach 

that uses the previous 2 approaches nicely, it is called distant supervision and we will see 

what is the basic idea hoping you will find it very interesting so what is the idea? 
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We start with the hypothesis that is similar to what you were using also in bootstrapping. 

So, what is the hypothesis? If there are 2 entities that are connected by a particular 

relation, whatever sentence in the corpus they occur in that sentence conveys that 

relation that is the hypothesis that is what this model is built on that I have 2 entities, I 

know there is relation between them if you find a sentence in the corpus where these 

entities are there, I can think of these are connected by that relation only. So, yeah it is 

likely to express that relation. So, what is the key idea here? So, we are trying to make 

use of both bootstrapping and supervised ideas. So, that is so here what we do? We start 



by using a database where you already have lot of instances of a particular relation. So, 

lot of seed tuples are there.  

You use database of relations to get lots of training examples, instead of handcrafting a 

few seed tuples that you do in bootstrapping in bootstrapping you take only probably few 

seed tuples and you start doing some iterative method in or and instead of using hand 

labeled corpus that we do in the case of supervised approach. So, you do not do either of 

this, but you start with a database that contains lot of substitution examples. 

So, what is approach? So, you have an database where you know what are the entities 

that are connected by different relations now you automatically grab various entity pairs 

from this database and you will lot of unannotated data you go through that corpus and 

find out wherever each entities occur you try to extract various features from there you 

do not take simple patterns you grab them you know you take them as the labeled 

sentences extract features from that.  

You extract grab sentences containing these entities from a corpus extract lots of noisy 

features from the sentences these can be lexical features syntactic features named entity 

tags this is what you were doing in supervised approach, but now you are doing that 

without any hand labeling and then combine this in a classifier. 
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If we try to understand that from a block diagram, what we will do? So, we will have a 

database that will contain entity 1, entity 2 and the relation 1 entity; 1 prime entity. 2 

prime relations 2 and so on and this is what you will have in the database then you will 

have a lot of corpus there are lot of sentences. So, what you will do you will use the 

hypothesis to say that wherever these entities are found in this corpus they are connected 

by this relation pi one. So, here you have the entity 1, entity 2, entity 1, entity 2, entity 1, 

entity 2, in these sentences. 

Now, you start assuming that this is your labeled data set. So, now, you know this is your 

labeled data set. So, you will say you will label it by the label one or by this hypothesis 

this is relation one this is relation one this is your labeled data set now you do exactly 

what you do using supervised approach. So, we will try to use this is my relations now I 

will extract features from here sorry. So, that is what words come before what words 

come after what is the parse tree everything you can use. So, you use these features to 

build the classifier and that classifier when it runs over new sentences can give you 

labels these 2 entities are connected by this relation and so on. 

So, what is so now, also we can see how it is different from bootstrapping, in 

bootstrapping you start with only a few seeds, now you go to the corpus, here you do not 

take the features in bootstrapping, you only take the patterns simple patterns and here not 

as good as using the features in a classifier and what you do in the case of supervised 

approach in supervised approach this has to be done manually you have to manually tag 

each sentence with the relation entities with the relation and this you are avoiding 

because by using database. So, this database is not there in the case of supervised 

approach. So, you directly go to the corpus you start labeling and use those labels to 

create the classifier. 

So what? So, you see here trying to combine bootstrapping and supervised in a nice way 

such that you are avoiding the problems with each of these you are avoiding the problem 

with bootstrapping that is no problems with interpretation you do not know how that will 

do good or bad there are only a few seed tuples by taking a lot of examples; and doing 

with features instead of patterns and you are avoiding problem with supervised 

approaches by avoiding your labeling task and taking from database the labels. So, that is 

how you combine both of these approaches together. 
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Now, let us say so this has advantage of supervised approach by leveraging rich 

handcrafted knowledge and you can use these features and also of the unsupervised 

approach because you can leverage on unlimited amount of text data, it may not been 

labeled then also you can use it in this approach and you can use a lot of different weak 

features. So, syntactic features lexical features and so on and you know it will not be 

sensitive to the training corpus. So, it will work on whatever corpus you are you are 

trying to use it on. 
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Let us take an example of finding Hypernyms via this distant supervision idea. So, here 

so what we will do? So, what is a database which will contain the Hypernym pairs and 

you can see wordnet is the database that contains super concept sub concept in a nice 

machine readable manner. So, I will try to use that database to find out more Hypernyms. 

So, let us take an example by a simple single Hypernym suppose one example is 

Shakespeare and author Shakespeare is an author. So, what I will do similar to 

bootstrapping I will go through my corpus and find out where all these entities occur 

together in a sentence. 

Suppose I find out some sentences like this consider authors like Shakespeare some 

authors including Shakespeare, Shakespeare was the author of several Shakespeare the 

author of temptation so on so, these are the very sentences where I am finding these 

entities and I will immediately label them with the relation of hypernym that entity one 

Shakespeare here related to entity 2 author by this relation of hypernym. So, this labeling 

can be done automatically now because I have these relations and the hypothesis. 

Now, one problem here might be that there are some noisy examples like the author of 

Shakespeare in love authors at the Shakespeare festival. So, can you see why this is 

noisy? So, author and Shakespeare both words occurring together, but they are not 

occurring in the relation of hypernym you see I am talking about here the author of a 

book Shakespeare in love it is not talking about Shakespeare being an author similarly 

here some authors at a festival we are not talking about Shakespeare being an author. So, 

what will happen suppose you take it as your pattern authors of Shakespeare or authors at 

the Shakespeare festival if you take it take these as your pattern if you try to extract new 

entities they will they will not be correct. So, think about a pair of words that occur with 

this relation or this pattern. 

This can be someone was at somewhere. So, it does not say that this is sub concept super 

concept relation, no. So, this is your noisy example now how will my distant supervision 

handle these noisy examples. So, in the case of bootstrapping there is no easy way to 

handle these examples, but here what I will do because I have many many seed pairs for 

this relation. So, this noisy example will appear in may be one or 2 cases, but they will 

not occur in most of the cases and that is what I will make use of. So, they will not they 

will occur may be 1 or 2; 2 hypernym; hypernym pairs, but they are not occurring with 



many other pairs and if I take random pairs they might occur with them. So, so that is 

why these noisy examples will not detoriate the performance of my system. 
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How do I learn the hypernym patterns? I take corpus sentence like doubly heavy nitro 

hydrogen atom called deuterium and I have the entities like various nouns like atom 

deuterium etcetera. So, so if I take. So, here what was done 6 million sentences were 

taken from newswire and 752311 pairs were formed of entities noun pairs. So, this is 

starting from the data. So, you have a lot of data from that you are finding noun pairs and 

you have found you are seeing the 750000 noun pairs. 

Now, to use distant supervision you have to see some of these noun pairs are already 

involved in hypernym relation. So, you can use wordnet to find out how many of these 

are having this relation. So, suppose from there you find out fourteen thousand roughly 

are having this relation and remaining seven thirty seven thousand do not have this 

relation. So, immediately you have the positive examples and the negative examples 

from the data.  

Wherever one of these 15000 entities occurs, you will say these are connected by the 

relation of hypernym and wherever these entities occur they are there is no hypernym 

relation between these entities and this you can use to build your classifier and extract 

various features. So, you parse the sentence extract patterns build various features and 

train classifier on these patterns and suppose, in this experiment people so they run 



logistic regression classifier with 70000 different features that was considered using 

patterns and everything else. 
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Now patterns are so in this approach what the patterns? They used were based on a 

specific dependency parse it is called Minipar parse. So, so this will tell you how you can 

find out nice patterns and use them as your features also and. So, what is the idea for 

using Minipar for considering your patterns as features? So, suppose we have the 

sentence Shakespeare was the author of several plays and you want to find out a feature 

between the 2 entities Shakespeare and author you want to find a feature between these 2 

entities.  

What you will do? You will run this parser; this Minipar parser and you will get the parse 

of this sentence. So, you have this parse of the sentence. So, you have you have the 

lemmas here Shakespeare author of and be and they are connected by various relations 

different words are connected now you want to extract a relation between or a pattern 

that connects Shakespeare and author. So, what is the idea you will abstract towards the 

words that are that you want to connect because you want to find out what are the other 

words that are connected by the same sort of pattern. So, you will extract over 

Shakespeare and author call them x and y. 

You are starting from Shakespeare. So, you will see what is the path that connects the 2? 

And you are going in the opposite direction here. So, you are seeing, what is this path? 



What is the first dependency relation that connects Shakespeare and in Minipar? What 

happens, you write down what is the part of speech of the first word, the relation and part 

of speech of the next word that is how the relations are labeled the relations are labeled. 

Here Shakespeare is a noun, be is a verb and the relation is subject and you are going in 

the opposite direction. So, you are having a minus. So, you denoting this relation by 

minus noun subject and VBE, VBE is the part of speech which tags for be then you will 

take the intermediate words. So, you will take the word be here then you have another 

path similar again take v b e predicate and the noun and you will stop here because you 

want to connect Shakespeare and author. So, by this simple approach you can try to find 

out patterns between any 2 possible words from the dependency parser. 

What they did? They found out all the possible patterns between different words in the 

corpus and so, there was 70 k; 70 k different patterns that the users feature for training 

their dependency curve for sorry not dependency curve, but their logistic regression for 

finding out if 2 words have a relation of hypernym. 
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Now, what was so and they did some more tricks like as we discussed original nouns in 

the noun pair were removed to create a more general pattern and each dependency path is 

presented in ordered list of dependency tuples that you were seeing and sometimes they 

have some satellite links like such and as. 



What is found when you are building patterns function words are very important to the 

patterns, but the content words are not so important. So, wherever you have a pattern 

where you have a word like such there is a noun phrase as noun phrase. So, what you 

will do? You will retain the function words, but the noun phrases you will put them as 

noun phrases instead of the word. So, instead of saying such red algae as Gelidium, you 

will say such NP as NP and such and as can remain as it is because these function words 

are very helpful in describing your pattern and this is a nice trick that you can use for 

building your patterns. So, abstract over the content words and retain the function words. 

Even content words you might take some content words that are having very high 

frequency because then you might find them more often, but if something is not having 

high frequency there is no point in keeping the word as it is better to abstract, it as a part 

of speech tag or the particular phrase and so on and this helps a lot in building these 

patterns and this you can use as your features or whatever. 
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Now once they did that so this in this figure, what you are seeing? Individual feature 

analysis, so if you take only one feature at a time what is the precision recall that you get 

on your data and you are having. So, these are like seventy k different features and you 

are seeing most of the features had very poor precision recall independently, but there are 

some features that is stood out that were giving very high precision recall and when they 

analyzed they found something very interesting.  



These are the features that were having nice recall in precision and these are the features 

X and the other Y is such as X such Y as X Y including X Y especially X now do you 

remember these features. So, when we talked about the patterns that Hearst felt manually 

he was using these features. So, so these features you may not be identified in this 

approach we never gave these features manually, but the algorithm was able to identify 

these features automatically what were the some other features like Y like X Y called X, 

X is Y X A Y. So, these were also some other features that Hearst did not find, but 

algorithm was finding and if you show them to various linguists or to various people they 

will say oh yes these features make sense for this particular task. So, this was very very 

interesting about this approach. 
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Now this was just for a single relation hypernym but suppose you want to do that for 

many many different relations at the same. So, together I want to train them together how 

will I do that. So, that is where in 2 thousand nine this was this paper by the Jurafskys 

group distant supervision for relation extraction without labeled data. So, what they did 

in place of the corpus they used Wikipedia. So, that had at that time 1.8 million articles 

and 25.7 million sentences that was there unlabeled data set what was their database 

containing the relations they used freebase now freebase is a very large repository of 

various entity pairs and their relations. So, that time it contained 102 relations 940000 

entities and 1.8 million instances that many different pairs of entities are present with 

their labeled relations. 
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Now, how does relations look like in freebase? So, you will have a relation name. So, in 

the category of people there is a person and nationality that is how you need to read it 

there are 2 eighty one thousand relations and 1 example John Dugard is the person with 

nationality South Africa, similarly location contains Belgium, contains Nijlen person 

profession Mister McDuff is mathematician person, place of birth, Edwin Hubble born in 

Marshfield. So, like that this freebase contains all these relations and what are the entities 

that are connected by these relations. So now so what is their task using these whole data 

sets try to come up with the algorithm classifier such that you can populate this database 

so that you can find out new and new entity pairs that are connected by relations. So, 

what is the idea? What they do? 
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Here is the simple illustration. So, you have this corpus text like Wikipedia. So, there are 

various sentences that are here then you have your freebase that contains the relation and 

entities that are connected by the relation like founder Bill Gates founded Microsoft, 

Larry Page founded Google, Bill Gates attended Harvard. So, various relations and the 

entities, now how do you make use of both of these? You will take; you will either take 

the relations here and go through the corpus and find out wherever they occur together in 

the single sentence. So, you will say Bill Gates and Microsoft occur together in this 

sentence. So, you will say; that means, a Bill Gates and Microsoft are the entity pairs 

they occur in the sentence. So, I gave a label as founder and then I extract various 

features. 

Here for simplicity we are only showing one simple pattern X founded by, but in general 

you can think of any other feature like what is the next word to Y it is in and what, what 

occurs between X and Y is X starting the sentence. So, like that you can have many 

many different features. So, you are giving a very simple feature here X founded Y as the 

pattern. So, so that is what you are doing for each entity pair you are going to corpus 

selecting sentences where they occur using the hypothesis they might be connected by 

the same relation labeling relation and extracting features. 

Another sentence it occurs, so you will extract features X founder of Y now suppose you 

go to Bill Gates, Harvard, you have this sentence and you will extract the feature X 



attended by relation college attended similarly here Larry Page Google. So, founder Y 

was founded by X. So, by different sentences you will try to you will be able to get 

different sort of features and different sort of patterns now these are all positive examples 

of various relations you might also have to get some negative examples that these 2 

entities are never connected by any relation now how. 

It is interesting that how do you construct negative examples in this distant supervision 

approach and the idea is also very interesting that you have your database you know 

what entities are connected, but from your database also sample some pair of entities that 

are not connected by any relation. So, once you sample these entities find out the 

sentences in the in the in the corpus where these are appearing together and label this as 

no relation because we know there is no relation in the in the freebase among these 

entities and this will generate your negative data. So, this is your positive data and then 

you will get some negative data also. So, you cannot really classify with only positive 

data. So, you need some negative trained data. 
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What you do? Sample 1 percent of unrelated pairs of entities, 1 percent because 

otherwise there will be too much negative data. So, you do not want to make a classifier 

where it is more biased towards the negative examples. So, we take some sample you 

under sample the negative cases and here is how you will do that. 



Suppose you find out in your corpus on your sorry in your database there is no relation 

between Larry Page and Microsoft. So, you will find out the sentence like Larry Page 

took a swipe at Microsoft and you will say with this feature the label is no relation X 

took a swipe at Y no relation here Harvard invited Larry Page to something. So, Y 

invited X no relation and so on we will do for all these pair of entities. 
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You have now got and see here what will happen in the testing? Testing, you will have 

the corpus text. So, you will have the sentence here you find out the entities and then you 

will parse it through your classifier to find out is there a relation between these 2. 

You have the feature like X founded Y for the entities, but you did not know the label in 

the text side. So, you will use the classifier to find out with this feature is there a relation 

between them and if. So, what is the relation and you will say similarly here Y was 

founded by X, what will be the label X attended Y? What will be the label and the 

classifier would be able to tell this will be college attended this will be founder of and so 

on. 
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In a single figure if you want to see so we will have some positive training data you will 

have some negative training data you will use this to learn your logistic regression and 

here is a multi class where no relation is also a class and you have many different 

relations at test time what will happen for each sentence you will take the entity pairs 

you will try to identify the features and you will feed it to your classifier to find out with 

these features what is the relation between these 2 entities. 

Here suppose the predictions are Henry Ford and Ford motor company, the label is 

founder Steve Jobs and Reed College, the label is college attended, now what are the 

kind of features you can use? So, all these we have talked about the features buts. 



(Refer Slide Time: 25:23) 

 

But you can use features like. So, they should tell how the 2 entities are related in the 

sentence. So, you can use lexical features in terms of only the words you can you use 

syntactic features in terms of what their connections you can use dependency paths like 

the example we discussed you can use gazetteers named entities lot of different things 

that you can make use of. 

Lexical features can be like what are the sequence of words between the 2 entities parts 

of speech tags of these words a window of k words of the left of entity one their part of 

speech tags a window of k words to the right of entity 2 their part of speech tags and you 

can also combine these features I will take part of speech tag of the previous word. And 

the part of speech tag of the next word I can also try to combine these features and 

generate various conjunctive features and then use a use lot of syntactic features and 

once you identified these features use that to train your regression classifier and get the 

output. 

That is where we will end this week. So, we talked about some interesting application on 

entity linking and information extraction relation extraction and we saw that they are 

nice ways in which you can make use of lot of data that is available on the web and put it 

in a more usable manner, so entity linking so that you know given an entity what 

particular concept it corresponds to in a database in information extraction you can find 

out given entities - what is a relation in which they are what is the relation that connects 



these 2 entities and you can populate a knowledge base using that and these are some of 

the very nice and important applications used in text mining. So with that we end this 

week and I will then see you in the next week. 

Thank you. 


