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Lecture — 40
Python Exercise on kmeans clustering

Hello friends, Anirban here, welcome to the python programming session of the last
week of this course. Today’s topics are different kinds of clustering algorithms. Now we
are going to take up kmeans clustering algorithm, then look at Gaussian mixture models,
and finally, we are going to look at different hierarchical clustering algorithms. So, |
have all the code ready and | am going to implement them cell by a cell after explaining
what they do, and then we are going to see the results. So, without further I do, let us

jump write in the coding.

(Refer Slide Time: 01:41)

Import necessary libraries

In [*]1 Amport numpy as np
from scipy isport ndimage
from tine lmport tise
from aklearn import datasets, manifold
from skloarn.cluster ilmport XMeazs, AgglomerativeClustering
from skloarn.mixture lmport GMM
from sklearn.cross validation isport Stratifiedkrold
import matplotlib.pyplot as plt
import matplotlib as mpl
imatplotlib inline

/Usars/Aairban/anaconda/1ib/pythonl. 7/aite-packages /natplot]ih/font manager.py:27)
ng the font cache using fo-list, This may take a moment,
varnings.warn( 'Matplotlidb is building the font cache using fo-list. Thin may tak

neans clustering

Pie adapted fom hore

So, first we are going to import the necessary libraries and as you can see that this today
we are going to use the kmeans algorithms. So, these are already implemented under
scikit learn dot cluster and agglomerative clustering, and these two are from scikit learn
dot cluster agglomerative clustering is actually the kind of hierarchical clustering that we

are going to take up.

The Gaussian mixtures models will be taken from scikit learn dot mixture and so we do
not have really written the main code of this algorithm. So, as these are already available



in scikit learn. So, after doing the imports, so, | first execute this particular segment, and

the imports happen, the imports are here.
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K-means clustering

Example adapted from hery

Load dataset |

In | J: Aris = datasets,load fris()
K,y = irio.datals,:2), iris target

Define and train model

In "um clusters = J
‘el = KMeans(n_clustersenum clusters)
1.240(X)

ract the labels and the cluster centers

So, after that let us first look into k means clustering. And | have actually like this is not
an original set of examples, these are right from the official documentation of scikit
learned and | have given the link to that here. So, that is actually a bit more sophisticated
version of the same next set of experiments. So, let us look at the experiment that we are

going to do today.

First, we are going to load the dataset. So, the first section of the code, it invokes scikit
learn dot load iris and it loads the iris dataset, the same iris dataset that we have used in
the previous exercises. And the iris dataset just as a recap, the iris dataset is dataset that is
meant for classification algorithms and this dataset consists of iris flowers described in
terms of their sepal, length sepal, width petal length, and petal width. So, there are four
features describing each instance of iris flowers, and it will be depending upon these
features values, we have to predict which particular category that flower falls in. So, it
could be in either of the three different species of iris flowers, and that is what we have
to do.

So, the dataset dot load iris will directly load the iris dataset into this variable, and then
we pick up the data. So, iris dot data contains the input data - input features, and iris dot

target contains the target species value - the 0, 1 or 2 three different species which we are



trying to predict. And you can see here that we are picking up selecting the first two
features of the dataset because and that is what we have been doing in most of our
exercise till in this course. So, this actually keeps it gives the problem simple and it is
easy to visualize what is happening. So, after we have loaded the dataset, let us go ahead

and load dataset.

(Refer Slide Time: 03:56)

Define and train model

In | )t num_clusters = 3
model = KNeans(n clusters=num clusters)
model . fit(X)

Extract the labels and the cluster centers

In [ ]: labels = model.labels
cluster centers = model.cluster centers

B S T . - —

So, after we have loaded the dataset, we define and train our model. So, in the clustering
algorithm, we have to first specify how many clusters we would want in the clustering
algorithm. So, here is how the clustering of the kmeans clustering algorithm works. So,
first, we are given kmean clustering algorithm is an unsupervised algorithm,
unsupervised machine learning algorithm. So, we do not have class labels here, we just
want to work with the input feature dimensions. So, once we have been given our dataset
in kmeans clustering, we are going to make like first we have to make guesses about k
centroids. So, the data will be divided into clusters, and each cluster will have a centroid.

So, those centroids are first guessed.

So, we can choose randomly like you have those training samples as the initial centroids;
and then for every single centroid, for every single once the centroids are here, have with
us, what we do is for every single of those points in the dataset, we are going to find

which centroid is the closest to that particular point.

And each centroid actually corresponds to one cluster, so every single data point is



assigned the cluster which is corresponding to the centroid that is closest to the data
point. So, after this step, the each point of the dataset has a cluster assigned to it, which
has a corresponding centroid. So, again in the next iteration we are going to update the
centroids. So, each centroid is now going to be shifted to the actual centroid of the
cluster points that were assigned to it. So, then again we are going to like revise the
cluster assignments of every single point in the training set. So, this is how the kmeans
algorithm works. So, you have already been taught in great detail in the theory session
and what | just said is a quick recap of the algorithm.

So, this is what we are doing here. The number of clusters is three here. This means the
value of k of the k means algorithm is 3. Now we define the model. So, this beautiful api
of scikit learn allows us to first as you know to clear the model with all the parameters in
just one step. So, this k means object is they take as the input numbers of clusters in the
attribute in clusters. So, this particular keyword is assigned the number of clusters 3. So,
k means with n clusters is equal to 3 will do you know k means algorithm with on 3

different clusters. So, once this particular model has been cleared, we fit it on the data.

(Refer Slide Time: 07:08)

X,y = iris.data[1,12], iris.target

Define and train model

+ num clusters = 3
model = KMeans(n_clusters=num clusters)
model, fit X

t KMeans(copy x=True, init='k-means++', max iter=1300, n clusters=), n init=10
n_jobs=l, precompute distances='auto’, random state=None, tol=0.0001,
verbose=0)

Extract the labels and the cluster centers

: labels = model.labels
So, this actually does the training. And you can see what kind of object has been created
here, so the number of, maximum number of iterations that were used for achieving the
convergence. Before deciding the final clusters is given here, so it was like 300 different

iterations, 300 iterations of the k means clustering algorithms and the number of



clustering was 3. And n init is a variable which specifies the number of you know the

number of times you want to repeat this entire experiment.

So, what clusters you finally end up with actually depends upon the total number the
kind of initialization you have on the data points. So, you know what initial points
actually define the final cluster and that is why you need to restart the experiment again
and again with newer and newer with new initializations with different kinds of
initialization. So, say for each experiment of the k means algorithm you are doing 300
iterations; so n init equal to 10 means that we are doing the same experiment 10 times

with different initializations.

And then we will choose the results of that particular experiment which had the best
results. And this best results will be judged according to a particular metric which is
internally specified as you know the squared distances, so the compactness of the
clusters. So, how compact the clusters are, so that with that experiment which gives you
the most compact clusters is going to be taken as the considered as the best one and the

results corresponding to that that will be used.
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Extract the labels and the cluster centers

(4]: labels = model,labels
cluster_centers = model.cluster_centers_
print cluster_centers

[l 5.006 3.418 |
[ 6.81276596 3.07446809)
[ 5.7

7358491  2.69245283]]

Plot the clusters
[ ]+ plt.scatter(X[:,0], X[:,1],c=labels.astype(np.float))
plit.hold(True)
plt.scatter(cluster centers(:,0), cluster centers|:,l], ¢ = np.arange(n
plt.show()

. M TRTIRT : TR TTUPPTTROr P e

The next the other you know other variables can be like the description of these variables
are available in the official scikit learn documentation of kmeans. So, after we have
trained this algorithm, let us see what all you know attributes this particular object has.

So, this particular model has this particular attribute called labels underscore.



So, this labels and labels underscore actually gives you the cluster index corresponding
to every single training point. So, at the end of the clustering, every point in the training
set will be assigned a particular cluster and labels underscore will contain those clusters,
cluster you know those cluster numbers. So, | have the labels inside this and also you can
find the cluster centers, say you wanted just like 3, you had 3 clusters over here, and you
can find the cluster centers or centers centroids. So, let us print out the cluster centers,

cluster centers yeah. Let us go ahead and execute this.

(Refer Slide Time: 10:17)

[ 6.01276596 3.07446809)
[ 5.77258491 2.69245283])

Plot the clusters

In | Jo plt.scatter(X{1,0], X[1,1),0%labaln,astype(np.float))
pit. hold(True)
plt.scatter(cluster_centers[:,0), cluster centers(i,1], ¢ = np.arange(num_cluste
pit.show()
plt.scatter(X[1,0], X[1,1],0"np.choone(y,[0,2,1]).astype(np.fioat))
plt.ohow()

Gaussian Mixture Model

Example taken from hery

Define a visualization function

So, you see you have the label inside this and these are the cluster centers, these three,
one along each row. Let us plot the clusters and this will be interesting. So, this is the
simple like this map dot loop dot pipe dot plt, so this plt dot scatter all right. So, first we
have doing scatter plot of all the points in the training set with the labels as were
predicted by the kmeans algorithm, and then we are marking the cluster centers there,
and then we are doing the same like we are plotting out what the ground truth labels

looks like.
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.astype(np.float))

So, let us go ahead and see how this thing works. So, you see let us look at the first

diagram. So, in this case, you can see that in this diagram you can see that the three are

the data points were actually divided into three clusters, and these big triangles these are

the clusters centroids th

at were obtained.
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These are the original labels and you can see that the k means algorithm could

successfully cluster out all the class zero points into one cluster as would typically to

keep the case is; however, since class two and class like class one and class two they



were all mixed up right.

So, it could not you know properly detect both the classes due to the overlap and hence
there is some inaccuracy over here. So, you can see that how the clustering performs
right and this comparison actually reflects that the clustering is doing something
meaningful. So, the objects or the samples of the same class are been clustered into one
cluster you can see. So, all of these samples they belong to one particular class according
to the ground truth and they were all put into one single cluster by the k means clustering
algorithm. And these clusters are also like kind of homogenous, most of the green

samples reside in this part and they have been marked properly right.
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Let us go ahead to Gaussian mixture model let us go ahead and first likes you see what
how things change when we change the number of clusters let us make it 8, and we
retrain let us execute this part. So, now you can see that there are 8 clusters enter and let
us plot the clusters again. See, in the same ground truth it is here, but now in the clusters

are there were large number of clusters.

And you can see these points have been clustered together like these together these
together, all of these are different clusters and the corresponding clusters are marked. So,
this is how k means algorithm works; k means algorithm is one of the most you know
widely used clustering algorithms in literature. And it happens to perform really good in

most scenarios a pretty algorithm to works on to just begin with if you are clustering.
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Gaussian Mixture Model

Exampie takan rom hars

Define a visualization function

Bl Jr ek sake ellipessigmm, M)
Viewalise the gamanians in & U s wlilpses

for n, color Ls ssuserate( rgh’ )t

¥, v = 1o dinalg.nighigme, got covarsi)ia)(sd, 3

W o0 7 wplinalgnommiv0))

angle = np.arctand(ufi), ul0))

angle = M0 * angle / np.pl 7 poavert degrevs

LALE |

all = spl.patchen Ellipes|gun.neans (2, 12], ¥|0), ¥ii),
A0+ angle, wlor-oler)

lhooet_alip bom(as bbox)

sll.eet alpha(0.3)

ax.a8d arvint(ell)

Let us look at Gaussian mixture models next and this is completely like copy pasted from
another like standard tutorial from the official scikit learn website and with little
modifications and comments here and there. So, you can actually look up this link and
find the actual one. And I choose this because this gives a really wonderful visualization
of how what things how things actually work while you working using with will work
with gmms. So, first what we our motivation here is to see how Gaussian mixture models

work.

So, let me give you a quick you know explanation of what Gaussian models, how
Gaussian mixture models work. So, the idea is to the motivation is to like approximate a
particular probability distribution. So, you have some probability distribution which goes
this way and you want to fit curve to the distribution all right and say the distribution like
looks a hilly terrain and that can be approximated as a you know a linear combination of
several Gaussian distributions. It is better explained on paper, but | do not have on now.

So, I will be doing in the tutorial session.

Gaussian mixture model is all about fitting a particular distribution using a mixture of
Gaussians - linear combination of several Gaussian distributions. And the algorithm is
trained by or the model is trained that is the parameters of the model are learned from
data using a particular algorithm which is called the expectation maximization algorithm,

and which is an efficient and an efficient way of doing approximate maximum likelihood



estimation. So, all of these theoretical details have already might already be covered in

class or else you can look up the web and find out why these things are so.

So what we will be doing here is we will be like we have a dataset, the dataset is that of
hand written characters, handwritten digits. And from the handwritten digits dataset, you
have to detect in that handwritten digit dataset, you have to like run a clustering
algorithm, and try to separate out the different kinds of digits. And we will see when it

how Gaussian mixture model performs in that particular scenario.

So, what do it will do, it will like try to fit Gaussian’s over different areas of the input
space and then try to model the entire probability distribution as a linear combination of
those Gaussian distributions. So, finally, we will have a nice visualization of how things
work | am sorry we would not be working on digits in this particular section, we will be
working with digits in the next section, here we will be working right now only on the

iris data only.
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Gaussian Mixture Model

Fxampie hen Nom hary

Define a visualization function
iianded T

So, the same iris data we had in the previous case. And we will be fitting Gaussian's on
each of these classes all right and checking how the system works. We will be working
with digits in the hierarchical clustering because that makes things much more

interesting all right let us go ahead.
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Define a visualization function
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Load dataset and make training and test splits

So, this is the function which makes this make ellipses function this gives a nice

visualization of Gaussians. And let us first compile this function. You can go ahead and

see how this function works, what this is not really related to this to the main objective of

this lecture.
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all.set alpha|D.y)
ax ndd artist(ell)

Load dataset and make training and test splits

iris = datasets.losd Lris()

/ Rrwak op the dataast Lnte ooo-overlapping tralsisy (730) and testing
f (I8 aeta,

Shf St ifhaderoldiiein. saroen, n_foldesd)

¢ Only take the first fold

Sraln_iadex, test_Indax = aewt|itec|wkf))

X _traln » iris.datajtrain index)
yoAraln » Leintarget|vrala_indes|
X test = iris.deta|test indes)
y_veet = Lris target|test index|

n_classes = lan(np.usigue(y train))

Train and compare different GMMs

# Try G uning differsat typas of 0owarlssoss

Let us go ahead
straightforward.

and load the dataset and make training

and test bits pretty
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Train and compare different GMMs

In | ) # Try (W uning differeat types of coverisoes,
lanelfiors » dict((covar_type, GNN(n_componsatisn olastes,
covariance typescovar type, inlt parases‘'we | = iter=34))
for covar type in |‘spherical’, 'dlag’, 'tisd’, 'fali'))

n classifiers » lenjclasniflers)

PAL Ehginefhguioenfit) * o clomailinge / 1, 1))
pit.subplots adjust(dottums 01, toped. 93, Rapace=. i), wapacw=. 0§,
Infie 01, rigne.99)

for index, (name, classifier) is ssusersto(classifinre, ivema() )
F Rinoe v Mve slase labele for (he tralning date, w fas
4 initialise the QO parssntars ia & sspervisosd sanver.
closnitiormasan_ = np array([R_teadnly_train == || mean(axiand)
for L Is srangeie clasees) | )

 TTAIN the 00ar paramtars using the B algoritha.
elasalfior, 10X trals)

b oo oplnsubplon d, n olasnifiors / 3, index ¢ 1)
ke _ellipsasiclanniting, )

Let us go ahead to the next section. In this, we are going to compare different kinds of
Gaussian mixture models. And let us first execute the code and then I will talk about it, it

takes some time to run.
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So, it is here right here. So, what you see here is the performance of different kinds of
Gaussians. So, what do you see here, let us concentrate on one. So, these are the same
iris dataset. And these are the 3 Gaussians that are being fit over here. And this circle are

actually like kind of contours and gives the shape of the two-dimensional contour of the



Gaussian and the bigger process they are the test data. So, and the smaller ones are the
training data. So, what we are doing here is we are trying to compare the effect of using
different kinds of Gaussian's different kinds of like covariance matrices of those
Gaussians. Spherical covariance metrics will give raise to these kinds of clusters.

(Refer Slide Time: 18:37)

a5

Train scouracy 80)

Test acouracy W49

And this one is for a diagonal covariance matrix.
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And if you have a full covariance matrix, it will be this way.
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And if you have a tied covariance matrix then you will have these kinds of clusters. Now,
let me tell you what these mean actually. So, a spherical covariance matrix means that
the covariance matrix will be diagonal the covariance matrix of each Gaussian | mean.
So, the 3 different mixtures will have three different Gaussian distributions and the

covariance matrices of these Gaussian distributions will be different.

However, in each covariance matrix will be diagonal covariance matrix also the diagonal
elements should be equal. So, this mean that the Gaussians will be have a kind of like
this kind of circular or spherical cross section or which is also called contour. So, it

assumes that the data has the same variance along both, along all the feature access.
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So, this is an assumption and this is the result that you see. So, see that the Gaussians are
almost circles. So, they are not they are actually their circles, but due to different scaling
of these axis it appears that they are not circles, but they are actually circles, because the
variance along both the future axis are equal in this case.

(Refer Slide Time: 20:16)
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So, diagonal covariance matrices mean that the covariance matrix should be diagonal
that; that means, that the Gaussian will be aligned along any one of the future axis all.
So, you can see that the one this Gaussian is aligned along the y-axis. So, this one please



turn the camera towards my computer. So, the first Gaussian is along the vertical
direction, and the others are horizontal. And the same is the case with, so what | was

talking about is this one all right, and sorry for the technical problem.

So, the first Gaussian you can see that this is this is aligned along the vertical feature
direction, the others are along the horizontal direction. The diagonal covariance matrix
means that the Gaussian will be directed along any one of the feature axis, it would not
be skewed. And the same is the case here, because the diagonal the Gaussian is aligned
along one of the axis that is true because all of these are aligned along the vertical
direction and also there is an another extra constraint that whether variances should be
equal along both the feature axis. So, this is a much stricter you know constraint on the

shapes of the Gaussians than this one; now what you see for the full, yeah this one.

(Refer Slide Time: 21:53)
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So, this means that full means that the diagonal that the covariance matrix is the full
matrix, it does not need to be diagonal, and all the elements are available. So, you can
have you know skews. So, you can see there that the Gaussians they are no longer
aligned along one of these axis; as the off diagonal elements are nonzero allowed to be
nonzero. So, the Gaussian can actually steer itself along the axis and can have a skew.
So, this gives a much more flexibility in the modeling and this is reflected in the

performances.

So, note that the training accuracy is 89 percent and 87 percent here. See the training



accuracy. So, the training accuracy means that how good the model can fit to the data.
So, this is what we are doing, we are fitting the model to the data. So, we can talk about
generalization later, but you see that the training accuracy is 89.2 percent here whereas it
was 88.3 and 88.3 in the previous two cases. So, the training accuracy improves, just

because the full covariance matrix Gaussian can fit on the data much better.

(Refer Slide Time: 23:11)

Tram accurncy 955

Test accurscy 1000

e e — re—

And we will talk about generalization later, but let me talk about the let me explain tied
covariance matrix means. Tied covariance matrix means that covariance matrix of the
Gaussian's can have off diagonal elements. So, the diagonal matrices are full; however,
all the Gaussian's should have the same covariance matrix. So, it is imposed. So, you can

see that all the ellipses are looking the same right, only the names are different.

So, you are allowed to have a very you know high dimensional or you know full
covariance matrix. So, you are allowed have a lot of parameters in a single a lot of free
parameters within a within a single covariance matrix, but all the covariance matrix will
be tied; that means, that all the Gaussian in the mixture will have the same covariance
matrix which will be full. So, you can see that this particular constraint actually improves
the training accuracy to 95.5 percent. So, you can actually fit on the data better and the

test accuracy is also more hundred percent.

So, you can see that the test accuracy is better for the spherical covariance matrix and

diagonal covariance matrix than the full covariance matrix this is because of you can



clearly see the over fitting over here. So, as the full covariance matrix has a larger
number of parameters. So, it can fit on the training data more snuggly all right and as it is
like it is hence it can actually like over fit on the training data and hence the
generalization performance is poor and this is what is reflected in the test accuracy over

here.

However, the for spherical and diagonal covariance matrices the matrices that the system
modeled as have not have you know many parameters, and hence it cannot over fit on the
data. And as the over fitting is less in this case in the generalization performance which is
reflected in the test accuracy is better. And you can see that the test accuracy is best for
the tied case in which it is imposed that all the different Gaussians in the mixture will

have the exact same covariance matrix.
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Train and compare different GMMs

# Try GMMe uning different types of covariances.

classifiers = dict((covar type, GMM{n componentssn classes,
covariance_typescovar_type, Init paramse'we’, n iter<i0))
for covar_type im | 'spherical’, 'diag’, 'tied', 'full’])

n_classifiers = len(classifiers)
pit.figure(fignize=(2*] * n classifiers / 2, 2%6))

pit.subplots adjust(bottom=.01, tope=0.95, hspace~.15, wspace=.05,
left=, 01, right=.99)

-

nane, classifier) is onunarate(classifiers.items())!

w have class labels for the training data, we can

ize the GMN parameters in a supervised sanner.

ar.means = np.arvay([X_trainjy _train == i} ,mean({axig=0)
for i in xrange(n classes)|)

So, let me look at me let me show you the code. Now what we did is we will pretty
simple. So, we first we find a dictionary, and the dictionary will be like some covariance
type. So, whether specifying that we are going to deal with 4 different covariance matrix
types, so spherical, diagonal tied and full, so this is something called a dictionary
comprehension and the dictionary is going to have covariance type and GMM
components. So, this is the particular dictionary and this is the particular GMM model
that we are going to train in each case, where n classes will be the n components number

of classes that we have.



Covariance type will come from either one of these elements in the list. And the number
of iterations in the approximation in the estimation algorithm which is e m algorithm is

going to be 20.

(Refer Slide Time: 26:31)

In [11)1 # Try GMNs using different types of covariances.
classifiors = dict((covar_type, GMM(n components=n classes,
covariance_typescovar_type, init params='wo’', n_iter»20)
for covar_type in ['spherical’, ‘diag’, "tied', "full'))

nvclun(hen = len(clansifiers)

plt.figure(figeize=(2*3 * n classifiers / 2, 1*6))
plt.subplots adjust(bottom=.01, top=0.95, hepace=,15, wspace=, 05,
lefes. 01, right».39)

for index, (name, classifier) in enunerate(clessifiers.items()):
f Since wo have class labels for the training data, we can
# initialize the GMN parameters in a supervised manner.
classifior.moans = np.arcay(|X teainly train == | mean(axin=d)
for 1 in xrange(n_classes)))

# Traln the other paraseters using the EN algoriths,
classifier.fit(X_train)

So, after this, what we do is | will say that n classifier is equal to length of classifiers. So,
in this case, it is 4. And then we initialize the plots and sub plots and then for every
single classifier we first initialize the means to the means that we are getting right from
the training data. So, as the labels are available in this case. So, we know that which
particular class as which particular mean all right. So, we extract the mean here and then
we assign the means and then we train the rest of the parameters using classifier dot fit
and then we plot the we initialize the sub plot and make ellipses for using a classifier, so

all of these ellipses that that you are seeing here, they are generated at this step.
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classifier.fit(X train)

h = plt.subplot(?, n_classifiers / 2, index + 1)
nake_ellipses(clagsifior, h)

for n, color im enumerate('rgb’'):
data = Lrin.datafirin.target == n)
plt.scatter(dataf:, 0], data(s, 1], 0.8, color=color,
label=jris, target nanes(n))
# Plot the test data with crosses
for n, color ia enumerate('zgb’'):
data = X test[y test == n)
plt.plot(datafs, 0], data[:, 1}, 'x', color~color)

y_train pred = classifier.predict(X_train)

train accuracy = np.mean(y train _pred.ravel() == y train.ravel()) * 100

plt.text(0.05, 0.9, 'Train accuracy: V.1f' ¥ train accuracy,
transform=h.transiAxes)

y_test_pred » classifier.predict(X_test)
tost_accuracy = np.mean(y_test prod.ravel() == y tast.ravel()) * 100
1t.text(0.05, 0.8, 'Test accuracy: V.1f' \ test accuracy,

And then after these ellipses are have been made you plot in the data and you show the
labels as well and then you do some more can see you know then you just like find out
the training accuracy, and test accuracy and print them right on the figure this is what is
done.
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Hierarchical Agglomerative Clustering
Exampile taken from hees.

Load and pre-process dataset

.
digits » datasets.load digits(n_class=10)
X = digits.data
y s digits, target

» n_features = X,nhape

eed(0)

imagen(X, y)t
ing & larger dataset shows sore clearly the behavior of the

So, what did we see here we just studied how the GMMSs, how Gaussian mixture models
can be you know implemented in scikit learn, and using the inbuilt GMM model under
mixture. And then saw the effect of different kinds of Gaussians different kinds of



covariance matrices on the performance of the estimation algorithm.

And we saw that as the number of parameters is increased by increasing the degree of
freedom in choosing the covariance matrix, the performance on the training set increases
which means that it is starts over fit on the data on the training data. And performance in
the test set you know deteriorates. Also we saw that we studied what different kinds of

covariance matrix mean.
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Hierarchical Agglomerative Clustering

Example taken from hang

Load and pre-process dataset

|t digits = datasets,load digits(n_class=10)
X = digits.data
y = digits,target
n_saxples, n features = X.shape

np.rasdom.seed(0)
def nudge images(X, y):
¢ Baving a larger dataset shows more clearly the behavior of the
¢ pethods, but we multiply the size of the dataset only by 2, as the
¢ cost of the hierarchical clustering methods are strongly
# super-linear in n samples
shife = lambda x: ndisage.shift(x.reshape((8, 8)),

3 ¢ np.randos.normal (slze=2),
L —————————— e osias s s s A ————

So, let us go ahead and study hierarchical agglomerative clustering. So, hierarchical
clustering methods actually try to do the clustering in a hierarchical fashion, either from
again a top down approach or in a bottom approach and agglomerative clustering is a
bottom up approach in which initial clusters are every single point. So, initialize the
clusters as the points in the data, and then you try to like you know merge those smaller
clusters into larger clusters by bringing together similar looking points in one cluster,

where did you seen the some kind of statistical distance between the cluster points.
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Load and pre-process dataset

In | |1 digits = datasets,load digits(n_class=10)
X » digits.data
y = digits.target
n_sasples, o features = X.shape

*  np.random.seed(?)

def nudge images(X, y):

/ Raving a larger dataset ahows more clearly the behavior of the

# sethods, but we multiply the size of the dataset caly by 2, as the

f cont of the hierarchical cluntering methods are strongly

# super-linear in n_samples

shift = lambda x1 ndimage.shift(x.reshape((®, §)),
«J * pp.random.normal(size~?),
sode='constant ',
J.ravel()

X = np.concatenate((X, np.apply along axis(shift, 1, X)])

Y = np.concatenate((y, y], axis=0)

returs X, ¥

e —

So, we are going to study different kinds of agglomerative clustering. Let us in this
particular experiment as | was talking about just wrongly mentioned in the previous
earlier in the video that we are going to use the digit data set here. So, we load the digit
digits and then you know you find out the take the input and the targets, and then you do

something and then you write a function.
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dat nudgn_Lmagea (X, y)¢
¢ Raving # larger datsset whoww sore clearly the behavior of the
# mothods, bot we multiply the size of the dataset paly by 2, a5 the
# cost of the hierarchical clustering methods are strongly
omu n_sasples
ahift = lesbda x: ndimage.shift(x.resbape((s, §)),
3 * np.randon,normal (alze=l),
mode='constant ',
)ravel()
X = np.concatenate((X, np.apply along axis(shift, 1, X))
Y = np.concatenate((y, y|, axis=0)
returs X, ¥

X, y * nudge_images(X, y)

ilize the clustering

I lot_cluntering(X_red, X, labels, titlesNone):
X min, x max = np.min(X red, axis=0), np.max(X red, axis~0

So, this is a function which extends the database a little bit in case of data set by doing

some you know some shifts random distortions in the images. And this is likes it is helps



in the clustering algorithm because it get to see more samples. So, this is in first run this

one.
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Visualize the clustering

In [ ]+ def plot clustering(X red, X, labels, titlesNose):
x nin, x max = np.min(X_red, axine0), np.sax(X_red, axiss0)
X red = (X red - x min) / (x max - x min)

plt.figure(figsinze=(2%6, 2*4))
for 1 in range(X_red.shape(0)):
plt.text(X red(i, 0], X red(i, 1], str(y(i]),
coloreplt.cm.specteal (labels(i) / 10.),
fontdict={ ‘weight's 'bold’, 'size’: 9))

plt.xticks((])
plt.yticks((])
Lf title is mot Wone:
pit.title(title, size=lT)
Lt axin('oft')
1t.tight layout()

So, this actually loads data and do such some initial modification on to the dataset to
make it mid algorithm more robust in estimating the parameters. And then we let us go
ahead and visualize the clustering. So, this is actually a function which does the

visualization for the clustering.
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if title {s not None:
pit.title(title, size=1?)

pit.axis('oft')

pit.tight layout()

Create a 2D embedding of the digits dataset

In (*]: priat(*Computing embedding”)
X_red = manifold.SpectralEnbedding(n_components=2),fit transform(X)
peist “Done.*

Computing embedding

Train and visualize the clusters

wrd minimizes the sum of squared differences within all clusters, |t I8 8 vanance-minmizing approach and

active lunction but tackied with an agglomerative Nerserchical approach

aximum or complete linkage minimizes the maximum distance batween observations of pals of clusten
linkage minimizes the avoragoe of the distances between all observations of pairs of clusters.

Next what we do is we do a two-dimensional embedding of the dataset. So, the dataset is



actually one of 8 cross 8 images. So, the images of handwritten digits are 8 cross 8, so
they are 64-dimensional images. And what we are going to do is we are going to find out
we are going to reduce the dimensionality to 2, so that we can express that you can you
can visualize that on the screen. So, we use scikit learn dot manifold dot spectral
embedding for this, and we say that the number of components is equal to 2, and then we
fit the model and transform the data and we get the reduced dimensional data. So let us
do the dimensionality reduction. So, it is like it first it computes the embedding and then

it transforms.
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print "Done.”

Computing embedding
Done,

Train and visualize the clusters 1|

« Ward mnimizes the sum of squared differences within all clusters. 1t is a variance-minimizing approach and in tha sen
objective function but tackled with an aggiomerative hierarchical approach

+ Maximum or complede inkage minmizes the madmum detance batwesn observations of pars of clusters

« Average linkage mnimizes Ihe average of he distances between &l cbservitions of pars of clusters

from aklearn.cluster lsport AgglomerativeClustering
for , *ne in (‘'ward’, ‘sverage’', ‘complete’ )1
ng * MglomerativeClustering(linkage~linkage, n clusters~10)
()

3. 24t(X_red)

t 020" \ (linkage, tise() - t0))

wustering(X red, X, clustering.labels , "Vs linkage® \ linka

And next, we are going to train and visualize the clusters on this reduced dimensional
data. And we are going to talk about three different kinds of you know linkages that we
can specify. So, this is done right we have the data we are going to talk about three
different kinds of linkages in the algorithm. So, for example, this actually corresponds to
the way in which we are going to compute you know how closed two clusters are in the
statistical space in the feature space, so the idea of agglomerative clustering is to

hierarchically combine the similar looking clusters together and like go up to till the end.

So, how do you find out how related or how close how similar two clusters are, so this is
specified by these algorithms. So, the words algorithm actually tries to reduce the
variance in the clusters all right. So, it is going to take kind of like you know squared

exactly. So, it is like squared differences between the sum of square differences in all



clusters. So, it tries to minimize that. So, you can actually look up the paper and study

more about this method. So, this was not taught in the course, but the other two were.

So, the maximum or complete linkage this algorithm this specific, this says that the
similarity of two clusters is it should be judged on the basis of the maximum of the pair
wise distances between the points of those two clusters. So, you have cluster a and
cluster b. So, you are going to compute pairwise distances of every point in cluster from
every other every point in cluster b. So, you have the set of all of these distances say
there are n a points. So, there are say there are n cluster a and n 2 points in cluster b. So,
there are there will be n 1 into n 2 n 1 times n 2 distances right and then you are going to

say that these two clusters are.

So, you are going to the distances between these two clusters is going to be take chosen
as the maximum of these distances. And you are going to judge how similar these two
clusters are on the basis of the maximum of these distances. So, this is a complete
linkage algorithm average linkage, what it does what it also takes the average of the pair
wise distances. So, you compute the pair wise distances of the points of two clusters and
then you take the average value of the distance all right the distance between two clusters

this is the average of the pair wise distances of the points in those two clusters.
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« Ward minimizes the sum of squared dferences within all clustars. It 5 a varance-minimizing approach and in'
objective function but tackied with an agglomerative hierarchical approach.

+ Maximum or complete linkage mnimizes the maximum distance between observations of pairs of clusters

+ Average linkage minimizes the average of the distances betwean all observations of pairs of clusters.

| |t from sklsarn.cluster lsport AggloserativeClustering

for linkage in ('ward', ‘average’', ‘complete’))
clustering = AgglomerativeCiustering(linkage~linkage, n_clusters«i0)
w0 = time()
clustaring. fit(X _red)
print(*ds : 0. 260" ¥ (linkage, time() -~ t0))

plot_clustering(X _red, X, clustering,labels , "Vs linkege® ¥ linkage)

pit.show()

Examine these three kinds of in this three variants here. So, let me check yeah done. So,

we import agglomerative clustering from scikit learn dot cluster. And for linkage in word



average and complete, we are going to do the clustering, clustering equal to so, this
particular a line it initializes the clustering algorithm. The initializes the model and we
are started to note time, and then we fit on the dataset the dataset is the reduced
dimensional image. And there we print how much time was taken right then we plot the

clusters.
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Train and visualize the clusters

« WIS TOEE T R I 0G0 SRErca MW M CLEE 1 8 & VSRR SIILING ICOMECT N0 © PN MR & S 1S T e
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« Awarage Wehage Treiom T meege of T Sata Setweent ) ClanrvItone o Da Of Claten

PSRN NN (Lishage, Limi) - 40

Pt wiantar b (X rwd, K sdantariog el Ve Jiabeg’ 4 Linbaget

Let us go ahead and execute this segment; it takes some time. Let me shrink this screen
little bit, let us see how it works. So, you will see the effect of choosing different kinds of
criteria and these were actually like kind of we are not well proven that this particular
criterion will lead to this kind of this says wait a minute, so let us wait and talk. So, do
one there no proofs that this will exactly lead to this kind of clusters, but still you have
some you can have some you know some guess about the nature of clusters that are
being produced by these different choices. You can see that different algorithms are

completing and the times are being noted, the third one is remaining finish soon.
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So, in this fancy plotting function, it plots with respect to like it, it you know it writes it

plots with those numbers.
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You can see you will see that yeah how they are been plotted. So, this is a very (Refer
Time: 36:47) plotting style in which you instead of putting markers or likes like circles,
squares in the plot you put the exact digit. So, you can use that function in a quite handy.
So, this is the result of choosing words linkage. You can see that all the threes and nines
they have been like kind of all the threes they stay together, all the nines stay together,



but they were all combined into a single cluster.

And these clusters what you try to notice is that these clusters are more or less
homogeneous that this particular clusters consists mostly of sevens right this one is
mostly of fours and fives, and this one you see. The similar looking characters they try to
like being clustered together, this is mostly of zero it is all most entirely of zeroes. Let
see how what is the case with the others. So, they are a bit different right you see that the
words linkage we have classified these two groups of three’s are separately; some threes

came here some threes came there.
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But complete link average linkage it to call the three’s in one cluster, but there are certain
cases which is called there under rich gets reach you see. So, the bigger cluster they
continue to get more and more points. So, the bigger clusters in the case in the link
course of that hierarchical agglomeration the bigger clusters will get more and more
points and tend to get bigger.

So, the rich get richer whereas the poor remains the poor. So, you see that there is one
cluster, this red one with one single point here, over here. So, this is one of the
limitations of the average linkage algorithm, and in fact there is another point you see
over here. So, this 4 is lonely, this is one single cluster, and this is just because of the

nature of this particular algorithm.
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And this is the result of complete linkage right and you can see certain degree of
homogeneity in the labels over here. And there are the number of ways in which you can
evaluate these clusters | have not included those codes in this particular exercise, but you
can definitely look up the official scikit learn documentation, and tutorials on different
kinds of hierarchical clustering algorithm. And each of them | strongly recommend you
to do so because they are quite you know enlightening and really good really good

examples really interesting cool ones.

So, just go ahead look at the official documentation of these functions get your hands on
them you know bring your own data, you just try to implement them on your and see the
results, so that is all for today. See, you in the next video and it will be tutorial session on
this on this same content right and that will be the end and this in fact, is the final the last
hands on coding session of this course. And | really enjoyed spending these tutorial
sessions these like hands on coding sessions; these are the first of my career. And thank
you for being with me and giving this wonderful experience. And | am really thankful to

you for giving me this opportunity.

So, bye-bye, see you in the tutorial class, bye-bye.



