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Preface

Content of this Lecture:

* In this lecture, we will discuss a generic architecture of
cloud-edge computing with the aim of providing both
vertical and horizontal offloading between service nodes.

* An approximation algorithm which applies a branch-and-
bound method to obtain optimal solutions iteratively.

Workload Optimization for Cloud-Edge

I am Doctor Rajiv Misra from IIT, Patna. Title of this lecture is Vertical and Horizontal
Offloading for Cloud-edge. Content of this lecture in this lecture we will discuss a generic
architecture of cloud edge computing with the aim of providing both vertical and horizontal

offloading between the service nodes.
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Cloud-Edge Computing Environment

lntroductlon
Edge computing is a paradigm that enables virtualized computational and
communication resources to be deployed near the source of service workloads
instead of relying on massive data centers. ==

This allows for a reduction in end-to-end delay for accessing these resources, and
makes it more suitable for real-time or delay-sensitive services.

Additionally, edge computing enables virtualized resources to be geographically
distributed which can address the requirements of mobility and geo-distribution of
mobile and loT services. o

Cloud Edge Computing: v~
Cloud-edge computing can efficiently accommodate different types of services,
with end devices and network edges suitable for real-time and delay-sensitive
services and central offices and data centers able to handle services which require a
large amount of computing capacity.

Integration of cloud and edge computing is proposed to take advantage of the
benefits both technologies offer.
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So, cloud edge computing environment let us go for the introduction. So, edge computing is a
paradigm that enables virtualized computational and communication resources to be deployed
near the source of the service workloads instead of relying on massive data centers. Now, this
allows for the reduction in end to end delay for accessing these resources and makes it more

suitable for real time and delay sensitive services.

So, additionally, the edge computing enables virtualized resources to be geographically
distributed which can address the requirements of mobility and geo distribution of mobile and
loT services. Thereby, let us introduce about the cloud edge computing. So, cloud edge
computing can essentially efficiently accommodate different type of services with end

devices and network edge is suitable for real time and delay sensitive applications.

Now, integration of this edge computing and cloud is proposed to undertake the advantage of

benefit is of both the technologies in this.
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Cloud-Edge Computing Environment

Example: EE% .,/‘S_/—___;_‘

A smart home system that utilizes edge computing could provide a more secure,
efficient, and cost-effective solution for controlling and monitoring devices such as
lights, thermostats, cameras, and door locks.

The system would have a gateway device, such as a router, that would provide a
local connection for each device.

The gateway would run a virtualized instance of a cloud application, allowing for
local processing of data and commands.

This would reduce the latency for any commands sent to the devices, providing a
more responsive system.,

Additionally, all data would be stored on the local gateway, providing a more secure
solution than if the data were stored in a cloud.

Workload Optimization for Cloud-Edge

So, let us take this example where this cloud edge computing model or environment is more
suited. Now, consider the smart home situation which utilizes the edge computing could
provide a more secure, efficient cost effective solution for controlling monitoring devices
such as lights, thermostats, camera door locks, the system would have the gateway device

such as the router that would provide the local connection to each device.

So, think of that this is a smart home where all these devices are connected. And they have a

kind of a gateway as a router which will connect to the internet and all the devices are



internally connected. In this particular case so the gateway would run a virtualized instance of
cloud applications allowing local processing of data and command this will reduce the

latency of the command sent to the device and provides more responsive.
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The concept of cloud-edge computing is an effective way to manage and guarantee
the quality of services while efficiently managing capital and operating expenses.
Research has been conducted to address the requirements of cloud-edge computing

in order to meet the increasing demand for service workloads.
Cloud-edge computing should consider both very[al and ho
between service nodes.

A

£ g

Overtical Offloading : - A Jo T
Vertical offloading refers to the process of transferring tasks or services from cloud or
datacenters to edge_nodes in order to reduce latency or increase efficiency. It is also
known as cloud-edge computing and is used to reduce the burden on the cloud.

o Horizontal Offloading :

*  Horizontal offloading, on the other hand, is the process of transferring tasks or services
between edge nodes in order to red_uce_ﬁomwc’rgg_}fﬁmmy. It is used to
improve the capacity of edge nodes and can also be used to reduce the load on the
cloud. . 2

Workload Optimization for Cloud-Edge

So, the concept of cloud edge computing is an effective way to manage and guarantee the

quality of services and a lot of research is going on to address this requirement of cloud edge
computing in order to meet the increasing our demand for service workloads. So, the cloud
edge computing we will see that often depends upon the task offloading from the low or from
the resource constrained devices they are called 10T devices which are deployed in most of

these applications often require the connecting with the cloud earlier days.

But now with the edge computing coming into the picture the edge and cloud together brings
into the different concepts of offloading often called vertical and horizontal offloading
between these service nodes which we will cover so let us understand about the vertical
offloading. So, when you say that vertical offloading that means you have the cloud you have

the edge and here you have an 10T device.

So, when you say vertical offloading so this means that the offloading from edge to the cloud
so vertical offloading refers to the process of transferring the task or the services from the
cloud or the data center to the edge nodes. So, this particular way of transferring the task
from cloud to the edge so that means if let us say that processing if it is done on the edge not

at the cloud it will going to save the time and thereby we call it as latency and thereby



increasing the efficiency it is also known as cloud edge computing and is used to reduce the

burden on the cloud. So, this is called vertical offloading.

Now, let us see about the horizontal offloading. Now, in horizontal offloading what you can
see here is that on the other hand the process of transferring the task or services between the
edge nodes so it is not having only one edge node but several edge nodes. So, the task is if it
is offloaded across multiple edge nodes this is called horizontal offloading. So, horizontal off
loading often considers the existence of multiple edge devices and this particular transfer that

is task offloading across multiple edge devices called horizontal offloading.

So, horizontal offloading on the other hand is a process of transferring the task or the services
between the edge nodes. So, in order to reduce the latency or increase the efficiency it is used
to improve the capacity of the edge nodes and can be used to reduce the load on the cloud.
So, therefore, these 2 types of offloading are very important in the development of edge

computing and environment.
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Architecture of Collaborative Cloud-Edge Computing

The novel aspect of the design

is that it deploys virtualized
communication and computation
services to four different hierarchical

} on
tiers. -
1. First Tier: Tier 3
* The first tier of the hierarchy is{< ' . ﬁ
composed of end devices, such as | < A
smartphones, IP cameras and loT :
sensors, which directly receive -
service workloads from their sources. ‘ : ﬁ 3
* A device can by itself locally ”
process a fraction of the input
workloads or horizontally offload
some of the other workloads to
neighboring devices, using various
short-range wireless transmission
techniques such as LTE D2D, Wi-Fi
Direct, ZigBee, and Bluetooth.
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Let us understand through architecture of a collaborative edge cloud computing this particular

[Kmsww- Jankinad  Cownbg

concept. So, the novel aspect of the design is to deploy that it deploys the virtualized
communication and computing services across 4 hierarchy tiers. So, they are that is tier 1 is
nothing but the devices tier 2 is nothing but the network edge tier 3 is having the central

office that is small sized data centers tier 4 is a federated data centers.

So, we can understand that federated data center is often a cloud and in this particular data
center is a let us say that this is also a type of a cloud or you can say that it is a federated
cloud and this is the cloud and this is the edge and this is an 10T device. So, this is an edge
and this is these 2 are the cloud and this is so the first year definitely is about the devices. So,
you can see that there are different devices and these devices are having we are assuming to

have some kind of very limited computing capabilities at the device level.

So, the first tier is the hierarchy is composed of the end devices such as a smartphone IP
camera loT sensors which will directly receive the service workload from their source. So,
the device can it itself locally process a fraction of the input workload or the horizontal
offloading and some of the other workloads in the neighboring devices using short range
communication let us say LTE device to device Wi Fi ZigBee Bluetooth. So, there is a

possibility in the tier 1 devices also for horizontal offloading at tier 1.
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Architecture of Collaborative Cloud-Edge Computing

2. Second Tier:

The second tier comprises access network

technologies such as Ethernet, Wi-Fi, and - v

4G/5G. The edge nodes are capable of  dua ) ﬁ‘i
processing part of the workloads. .

3. Third Tier: ";: yC ﬁ‘ —_ ﬁ '\"“
The third tier consists of horizontal and e . ;

vertical offloading from the edge nodes to
the central offices.

4. Fourth Tier:

The fourth tier consists of horizontal e (B B--4 &--D [
offloading from the central offices to

neighboring central offices and vertical

offloading to a remote federated data

center. The data center is the top-most tier

of the cloud-edge computing hierarchy and

is responsible for processing the remaining

workloads.
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Now, then comes to the second tier which is called edge. So, the network edge or the edge

nodes forms the second tier comprises the access network technologies and these edge nodes
are capable of processing the part of the workloads. So, therefore horizontal offloading is also
possible at the network edge or the edge nodes. So, network edge or the edge nodes. So, edge
also contains little amount of compute or is a micro data centers 30 year consists of horizontal

and vertical offloading from the edge node to the central offices.

So, this particular concepts of the edge nodes with a small data center called micro data
centers micro DC and this is the data center of a cloud. So, this will have 2 types of this type
of offloading that is between the edge node between the edge node and the cloud is called
vertical offloading and between the edge nodes called horizontal offloading so it has the
capabilities so these add node has both the capabilities whether to go for the horizontal

offloading or to go for the vertical offloading with the cloud.

First tier consists of horizontal offloading from central offices to the neighboring central
offices and vertical offloading to the remote federated so the data center is at the topmost tier
data center there is a cloud a topmost tier of the cloud edge hierarchy and is responsible for

processing the remaining workloads.
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Architecture of Collaborative Cloud-Edge Computing

This generic architecture is designed to provide a framework for building and
deploying different types of services.

For example:

In the case of a vehicle congestion avoidance service in a smart city:

* IP cameras are used to monitor traffic and detect abnormal behavior that might
indicate an emergency event.

* The data captured by the cameras'is then sent to an edge server for further
analysis and processing.

* The server can then send the refined data to drivers or news outlets throughout
the city.

* If there is a lack of computational power, the data can be redirected to other edge
servers or even to a remote data center.

The proposed architecture is designed to be flexible and customizable, allowing
service nodes to be merged or removed as needed. This flexibility allows for specific
architectures to be built and deployed, such as Edge server, Coordinate device, and
Device cloud. These architectures are designed to accommodate different types of
cloud-edge services and applications.

Workload Optimization for Cloud-Edge

So the architecture for this collaborative cloud edge computing is shown over here. So, for

example in the case of a vehicle congestion avoidance service in the smart city IP cameras are
often used to monitor the traffic and detect abnormal behavior. So data captured by this
camera is sent to the edge servers for further analysis and processing these servers can then
send the refined data to the drivers or the news outlets and if there is a lack of computational
power at the edge nodes then data can be redirected, to the other edge nodes or to the remote

data centers.

Therefore, both horizontal and vertical offloading is to be done in an intelligent manner to
solve the problem and of the application constraints of latency sensitivity and yet solve this
particular application. So, therefore, this kind of architecture that is cloud edge and
environment B is designed to be a flexible and customizable allowing the surface nodes to be
mostly removed as the need arises and architectures are built and deployed as such as edge

server coordinate devices and device clouds.

So, different type of cloud edge services and applications are now being made possible under

this architecture of the collaborative cloud edge computing.
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Architecture of Collaborative Cloud-Edge Computing

1) Workload Model:
Let f € F denote an offered service of a cloud-edge computing system, Each
service f has a computation size Z° which is the number of mega CPU cycles
required to process a request for service f. Also, communication size Z% indicates
the data'size of the.request in megabytes.
Let 1%, 1%, I¥, and I° be the sets of devices, network edges, central offices and data
centers of the system, respectively. A service node| € | could process a set of
services F, S Fwhere | is the set of all service nodes of the system,
e, 1=1r0PUINYIS,

a) Local processing:

Let p', denote the workload (in requests per second) of a service f which is locally
processed by a node i. We have

Pi= =0,iffeF, viel

Workload Optimization for Cloud-Edge

Let us see about the workload model. So, workload model let us say that f denotes the offered
services of the cloud edge computing system and each service F has a computation size
which is number of CPU cycles are required to process the request of the service F also the
communication size and is needed the data size of the request is in the megabytes. So, let us
assume that | alpha beta and gamma and delta be the set of devices network edge central

offices and the data centers of the system responsible respectively.

So, the service node that is | could process the set of services where is the set of all services
of the nodes. So, this is all about specifying this cloud edge system using the capital I. Now
that is called a workload model. So, we are assuming that collaborative cloud edge computing
will give workload model. As far as the local processing is concerned define the workload in

the requests of a service where F is locally processed by the node.
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Architecture of Collaborative Cloud-Edge Computing

b) Sibling node and horizontal offloading:

The set of siblings Hi of a node i€l consists of service nodes which are located in the
same tier as i, and to which i can horizontally offload its workloads. Also, let X, be the
workload of a service f which is horizontally offloaded from i to a service node jE€ Hi.

Similarly, let u', , be the workload of a service f which is horizontally offloaded from j € H,
to i. Here, we assume that a service node i can offload the workload of a service f to a
sibling node j on condition that j is able to process

f, i.e., f € F,. In addition, to prevent loop situations, a node cannot receive the workloads
of a service f from its siblings if it already horizontally offloads this type of workload.
Thus, we have

. ’{zo,:ffeF,, vj€eH, vEl,
Xu=\=0iffeF, vjeH, vel,

20, iffeF,, VjeH, HEl,
uj =\ =0,iffeF,, yeH, vel,

Workload Optimization for Cloud-Edge

And we have this particular sibling. sibling node and the horizontal offloading. So, the setup
sibling Hi of a node consists of the service nodes which is located in the same tier. So
siblings and horizontal offloading whenever you are considering the horizontal offloading we
are assuming that there exist a sibling nodes and these service nodes that is in the form of
sibling allows the horizontal offloading which are located in the same tier can horizontally

offload it is workloads and often this is represented by these equations.
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Architecture of Collaborative Cloud-Edge Computing

c) Parent/child node and vertical offloading:
The set of parents V, of a service node i € | consists of the nodes located in the next tier up
with i, and to which i can vertically offload its workloads. Let y' | be the workload of a
service f which is vertically offloaded from i to anode jE V,.

The set of children K, of i consists of the nodes which are located in the right lower tier with
i, and from which i receives incoming workloads. Let V', | denote the workload of a service f
which is vertically offloaded from | € K, to i. Since a device I€I° directly receives service
workloads from external sources, it has no child nodes, i.e., K, = 0, Vi € 1%,

Similarly, a data center i € 1° is in the most-top tier of the system, and hence has no parent
nodes, i.e.,, V,=Q, Vi € I%,

Opposed to horizontal offloading, a service node can carry out vertical offloading for all
services f € F. In other words, it can dispatch all types of workloads to its parents. Thus, we
have

¥,,20, VfEF, VjeV, Vi eFPUP Ul

Vi 20 VfeEF VjeK;, viePulvuP

Let ', denote the submitted workload of a service f from external sources to a devicei €
1%, We have
N, 20 VfeF vier

Workload Optimization for Cloud-Edge

Now, as far as if there is a parent child nodes are there that means the cloud and edge and

cloud that is apparent it will become the cloud and edge node is a child node then there is a



possibility of the vertical offloading. So, the set of parent nodes of the service consists of the

nodes located to the next tier up with | and where I can vertically offload it is workloads.
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Architecture of Collaborative Cloud-Edge Computing

2) Computation and Communication Delay;

Computation and Communication Delay consists of:
a) Computation delay of device and edge nodes
b) Computation delay of central office and data center Nodes
c) Communication delay of network connections
d) Computation and communication delay of the cloud-edge computing system

3) System total cost:

The total system cost C of a cloud=edge computing is defined as

C=C+CM)
Where C* is Computatign cost-of-service nodes and CV is Communication cost of
network connections.
Since we aim to minimize the total cost of the cloud-edge computing system while
guaranteeing its delay constraints, we hence have an optimization problem.

Workload Optimization for Cloud-Edge

So, they are all represented here in this particular equation. Now, let us see that in this cloud
edge computing model there are 2 types of delays one is called computational delay the
computation delay means that whether the compute has to be done whether in tier 1, tier 2,
tier 3, tier 4, so wherever it is done there is an amount of computational delay similarly to
roof the oriental offloading or vertical offloading there also exist communication delay into

this part.

So, computational and communicational delay consists of computational delays of the
devices and the edge nodes are doing the computation computational delay of the central
office and data center and computational and communication delay of the network
connections and communication and computation communication delay of edge cloud

system.

And let us see the total cost total cost of the edge cloud computing is shown over here using
C S is the computation cost of the service nodes and C n is the communication cost of the
network connection. Since here the aim is to minimize the total cost which is nothing but the
communication and computation cost of the cloud ad system. While guaranteeing these

particular delay constants, we have an optimization problem setting in this particular way.
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Algorithm: Branch-and-Bound With Parallel Multi-Start Search Points

*We try to solve a problem (P) which has variables that are integers and nonlinear
delay constraints.

* This type of problem is usually very hard to solve, so we are using the Branch-and-
bound algorithm.

*We search the tree looking for solutions with integers and when we find one, we use it
as an upper bound for the original problem.

*We keep searching until all the nodes of the tree have been solved or the search
conditions have been met.

Workload Optimization for Cloud-Edge

Now, there are various techniques to solve this kind of problem without the machine learning
this kind of problem often formulated as the branch and bound problem and these problems
are very hard in computer science in PC branch and bound problems are often hard and turns
out to be the integer and nonlinear optimization problems without going in more detail about

these branch and bound problems.
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ALGORITHM DESIGN - BRANCH-AND-BOUND WITH PARALLEL MULTI-

pTART SEARCH POINTS

1. Attempt to find an initial solution by applying a Feasibility Pump relaxation heuristic

2. If a feasible solution C*(N*,0*) is reached, set it to the current optimal solution C(N,0)

3. Add an NLP sub-problem SP, generated by removing the integrality conditions of variables
n, of the problem P, to the tree data structure T

4. Start the branch-and-bound procedure iteratively solve the sub-problem SP using
Interior/Direct algorithm with parallel multiple initial searching points

5. If a feasible solution C*(N*,0%) is smaller than the current optimal solution C(N,O) and N*
are integers, set C*(N*,0*) to the current optimal solution and prune the node SP, removing

it and its sub-nodes from T

6. If N* is not an integer, perform a branching operation on a variable n, € N* creating two
new sub-problems SSP1 and SPP2 of SP, added to T using the Pseudo-cost branching method

7. 1f C*(N*,0*), >= C(N,0), or there is not a feasible solution, prune the node SP

8. Repeat the branch-and-bound procedure until all nodes of T have been resolved

Workload Optimization for Cloud-Edge

We will see about how these particular problems can be solved. So, here we can see that

these problems are modeled or they are equal into the branch and bound procedures. And



therefore a lot of algorithms are possible to be designed in this approximation algorithm

domain.
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1. Summarize the cloud-edge computing system and its parameters,

2. Compare the cloud-edge computing system with a traditional design (NH) which does not
support horizontal offloading.

3. Adjust the arrival rate to generate workloads whose total demanded computation
capacity is 10%, 50%, and 100% of the maximum capacity of all service nodes.

4. Optimize the system to minimize the total system cost C which consists of the
computation cost of service nodes and the communication cost of network connections.

5. Present results of other metrics such as computation capacity allocation, workload
allocation, and horizontal offloading workloads.

Workload Optimization for Cloud-Edge

So, let us see that how we are going to conduct the experiments to find out this cost functions
that is a computational and communication cost function under this cloud edge computing
model. So, if you want to compare the different strategies whether oriental offloading or

vertical offloading to solve horizontal offloading vertical offloading for service nodes.

So, there is a possibility of comparing different strategies and then finding out which one will
be the best one. So, therefore, this requires a different level of a different type of configuring
the experiments and to measure the performance using the experimental evaluation of these
methods and how to for optimization to minimize the total system cost here in this particular

manner.
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Analysis of the result:

1. Evaluate performance of cloud-edge computing architecture design and traditional
design in unbafanced and balanced werkload scenarios:

Unbalanced Workload:

Unbalanced input workload scenarios refer
to scenarios where incoming workloads are
not evenly distributed across cloud Uy
computing and edge computing resources.

This could occur due to a sudden spike in

requests from one geographical location or Jert ‘ 2,653
due to a particular type of workload that is 8,720
more suited to being processed locally at

WS

the edge.

K. o S e 5}
In such cases, the cloud resources may be X + T . T T
overloaded, leading to degraded ‘.

performance, while the edge resources
may be underutilized.
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So, if you see the analysis broad way without going in formulating the problem as a branch

and bound problem you will find that there are 2 important observations you will see in that
cloud edge computing architecture and if you compare with a traditional design so traditional
design often suffers from unbalanced workload situations. So, the traditional approach is
offering leaves to the unbalanced workload situation says that some of the servers are heavily

loaded whereas other servers are not that much loaded.

So, unbalanced workload scenarios often refer to the scenarios where incoming workloads
are not evenly distributed across the cloud and edge computing resources. Another hand if let
us say you go by a generic heuristic which is called a balanced workload scenario so this will
overcome from any problems of sudden spike and all these problems which will not be able

to scale the problem or without overloading the problem at the servers.
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Analysis of the result:

Balanced Workload:

Balanced input workload scenarios, on the =

other hand, refer to scenarios where \

incoming workloads are evenly distributed m --------------
across cloud computing and edge computing
resources,

This can be achieved through careful g
planning, careful monitoring of incoming ‘ ————————— a
workloads and the use of intelligent

algorithms to route the workloads to_the FN
most appropriate resources. {

This ensures that both cloud and edge K
resources are being utilized efficiently, "T
f

leading to improved performance and cost
savings.
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So, this particular concept will have with a balanced workload so balance input workload

t—> (B

\
!

.
LI

scenarios on the other hand refer to the scenarios where incoming loads are evenly distributed
across the cloud and edge resources and this will eventually carefully planning monitoring of

incoming workloads and some intel there requires intelligent algorithms to be designed.

Here we are not discussing but there is a possibility that to achieve this balanced workload
some machine learning or intelligence computation has to be there. So, to achieve this so this
ensures that both cloud edge resources are fully utilized efficiently. if let us say you maintain

the balance workload situations and the cost savings here in this case.
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Analysis of the resulit:

2. Test two service allocation strategies: homogeneous and heterogeneous.
A. Homogeneous Service Allocation Scenario:

In a homogeneous service allocation scenario, services are allocated to the same type of
cloud-edge computing environment and resources.

This means that the same type of hardware and software is used across all the cloud-edge
sites.

This type of scenario is useful when the same types of applications are running across
multiple sites or when the same types of services need to be provided.

For example, if the same type of virtual machine is allocated to different tasks on the
cloud and edge, then it would be a homogeneous service allocation scenario.

Workload Optimization for Cloud-Edge



So, there are 2 service allocation strategies homogeneous and heterogeneous homogeneous
service allocation strategy if you see that services are allocated to the same type of
environment that is in the cloud edge computing environment are the resources this means
that the type of hardware and software used almost same type is often used in running. So
therefore if the same type of virtual machines are allocated to different tasks then it will be

homogeneous type of services.
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Analysis of the result:

B. Heterogeneous Service Allocation Scenario:

In a heterogeneous service allocation scenario, services are allocated to different types of
cloud-edge computing environments and resources.

This means that different types of hardware and software are used across different cloud
edge sites.

This type of scenario is useful when different types of applications are running across
multiple sites or when different types of services need to be provided.

This type of scenario also allows for more flexibility in the types of resources that can be
used, allowing for a more customized experience for each site.

For example, if different types of virtual machines are allocated to different tasks on the
cloud and edge, then it would be a heterogeneous service allocation scenario.

Workload Optimization for Cloud-Edge

Whereas, heterogeneous type of services are not having this kind of similarity and therefore

different virtual machines are allocated to the different task on cloud edge then it will be

heterogeneous type of services.
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Analysis of the result:

3. Observe impact of different computation capacity costs on cloud-edge computing
architecture design and traditional design:

The impact of different computation capacity costs on cloud-edge computing architecture
design and traditional design is largely based on the cost efficiency of the solution,

Cloud-edge computing architectures typically provide more cost-efficient solutions than
traditional designs, as they leverage the cost-effectiveness of the cloud while providing
more localized processing power.

For example, if computation capacity costs are high, cloud-edge computing architectures
can be more cost-effective by utilizing the cloud for its cost-effectiveness and leveraging
localized processing power for more efficiency.

This allows for cost savings in both cloud and edge compute costs, as cloud capacity is
leveraged for less expensive compute and edge compute resources can be used as
needed to meet performance and latency requirements.

Workload Optimization for Cloud-Edge

So, we have to observe that the impact of different computational capacity cost on the cloud
edge computing what says the traditional design approach is rarely studied here in this
particular discussion of this lecture. So, the impact of different computational capacity cost of
cloud edge computing architecture and traditional is largely based on the cost efficiency of
the solutions.

For example, if the computational capacities are high the cloud edge computing architecture
can be more cost effective by utilizing the cloud for it is cost effective and leveraging the
localized processing power. This allows the cost saving in both the cloud and edge compute
cost and cloud capacity is leveraged for the less expensive compute and edge compute
resources can be used as needed to meet the performance and latency requirements. Thank

you.



