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Last class we stared emor comection so, you sew this exampie sbout Alice rying to send a
message to Bob over 2 chamnel that comupts 1 to 10% of the bits and so, ALce hes 2 encode

So, tae result of the encoding is caled a cocewore, cedevyorg is sext over the chamnel the

channel may cmpt scme of the bits which means it may fip some of the bits 010 1,100
and then 30b gets v prme coceword y becomes y prime and tae question Bob as to now

Solve s from y prime be has to find  exd then  that was the original message. So, what we

want from the code is that the distance should be large. So, that more emers can be handled 4

lengt of the code word should be small so, that the channel is not expensive and obviously, f
o

you want all the algorithms to be eficient, which means randemised polynomial time. So.
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Last class we started error correction so, you saw this example about Alice trying to send a
message to Bob over a channel that corrupts up to 10% of the bits and so, Alice has 2 encode.
So, the result of the encoding is called a codeword. Codeword is sent over the channel, the
channel may corrupt some of the bits which means it may flip some of the bits 0 to 1, 1 to 0 and
then Bob gets y' codeword y becomes y' and the question Bob has to now solve is from y'he has

to find y and then x that was the original message.

So, what we want from the code is that the distance should be large. So, that more errors can be
handled length of the code word should be small so, that the channel is not expensive and
obviously, you want all the algorithms to be efficient, which means randomised polynomial time.
So, first we will look at the existential state what is the best distance and the length that you can

hope for that is given by Gilbert Varshamov bound.
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So, the theorem says that or this lemma states that there is a code which will basically give every
string in 0, 1 to the n a random m bit code word where the distance will be delta which you can
pick to be any constant between 0 and half.
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Lalge Ukay, UL PLUVEULLLY (3 WIULE LLAl 53,0. U, 11 ol Sad AUty UICCSE SULL Hileges el

these sings ave fa away further away than fractonal herming distance dela ight ard what

m dd you requie? ; You recuized s 2 v over 1 - H delta soit i orcerr: so,tha:fnishes the

proct. Sc. now you know where you stand this code centainly exsts it exists for any delta LHG) ip  Shawon’s

1 nl funclion
smallr than half, but actually here you can see what il happen if you take delta to be [ o:H@ & HIS)SHE)=1
) § E)=1

exectly alf okey. So, n this calculation if you teke delta to be half ther you have to estimzte - P\mi

¢ d 27 Lat =4 |
m choosem by 2. 52, whatis 1 choose m by 27 Let us aso do that . fiuk Y Y € 01" ot rondom .
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So, for delta = half you will get sigma m choose delta m okay this expression you will get to Vitje [z ]) V;_L FA(%’;U < g] in)
be around 2 rase to m over sqaarc root m okay in other words if you look et the probability i . 2
prckabilty expression this then you get 1 over roat ra, So, 1 averroot x will be multiplied by ) ' ool z”'r S)‘ /. 2%

2 raise te 2. So, you will need m to be 2 maise to n required in the proof. So, rstezd of ;1 > B[3i4], b
=20 a

being order n now it has become  raise to ardern it hes beceme exponential okay. Sc, if you § i, Bl )< s] <

want to reach delta = bl it is possble but then yor. will need an exponentialy arge Mand i )Z,_»: { Vit B(%,%)7 5] > 099,

exponcatally lenger codervord. Norw, what happecs whea dee is gratar than helfthen yo

o

can show that E canno: exist ckay this you can show simply by looking at the space 01 to the
n ot 01 to the m and they are jus by wergle inequality you wil ge: this okay. So, delta
gxcater than half i mot pessible delta = alfis possble but exporentially lage detales than
half by a randerm cheice E exists. And so, what you leam, i that this code E alows maique

decodingtp to amors deka by 2 and delcais close 0 2af o, thatis around 1 /4 Okay, so, this
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So, let us show this so, we will basically just have to randomly pick the images the code words.
So, pick Y e yzne{O, 1}mat random and define E: x| = Y, So,2" strings are mapped to 2"

strings, but these images are longer that is n bits. Now, let us look at the distance between yxand

yx' or y; and y; for every 1 j pair different we are interested in this

Vi # je[2"], Pr [A(Y,y) < §]

So, over the choices that he makes, what is the probability that fractional hamming distance
between y;, y; is less than 6 this will be the bad event. So, this bad event what is the probability?
This probability is less than equal to you can think of y; is already fixed. So, I mean y; this image
these you are picking both y; and y; randomly, but you can assume y; to be fixed and then y; is

what you are picking.

So, what are the good y;’s over all possible y;’s. So, number of y;’s which are close to y;, so,

#(S&m)—places iny, .
. So, if you want y; close to y; then you

. . n
Vi # ]6[2 ],PrE[A(yl,, yj) < 6] s #possibley},
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basically have to pick Sm locations in y; and just flip them. So, every this subset choice will give

you a bad y; and divided by the total number of y;’s possible.

#(SSm)—places ny, B

So, Vi # je[Zn],PrE[A(yi, y]_) < 8] < D ﬂi/Zm. Now, basically this

#possible Y

binomial sum is what you have to estimate. So, you can see that %, which is the largest

summoned here that will be much smaller than 2™. So, that is given by sterling's approximation,

8

s0, you can actually write it like )’ %/Zm < 0.01 x Zm'H(S)/Zm

i=0

So, this is really what you get you get that the binomial sum is much smaller than 2™ and this
exponent is H(8) given by the Shannon's entropy function this is really coming from Sterling's
approximation. So, you can look this proof of Sterling's approximation it basically gives you a
very good asymptotic bound for m factorial and then using that you can get bounds for binomial

numbers and then you can also get bounds on some of binomials.

So, if you sum up, up to 6m these binomial numbers then you get a value smaller than 2™ H®),

So, if you take delta to be half then this is square root of 2™ /2 that is the point. So, that is the
probability that if you randomly pick y;, y;, they will be close the distance will be smaller than

delta, but we are interested in all the pairs 1 j what is the probability for that? So, that you can
now; reduce so, Pr [3i # j,A(y, yj) < 8] £0,01 x 2 mA=HE) _ g, 01, but still if you

take m to be quite large, appropriately large then this fraction is very small this probability is
very small. In fact, at this point you should see what m is we have fixed in the lemma m to be to

2n/ 1 — H(S).

So, you already get that this is 0.01 and that means thatPrE[EIi * J, A(yi, yj) > 6] > 0.99. So,

if you randomly choose your images then these strings are far away further away than fractional
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hamming distance§ and what m did you require? m you required is 2n/ 1 — H(9J) so it is order

n so, that finishes the proof.

So, now you know where you stand this code certainly exists it exists for any$ smaller than half,

but actually here you can see what will happen if you take & to be exactly half. So, in this

calculation if you taked to be half then you have to estimatemi/z. So, what is mi/z? Let us also

do that.
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T

Quee Change | Edting
Styles~ Stles~ ||~

5 syl 5

prctlem in randemised polyomial time, okay, So we will sudy 4 explict codes and es wel

happez, these will e lizcar coces okay whic means taat if 793 take 2 messages and 3dd
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them their code words will aso add te give the new code wards these will be linea codes, = 5

they will b efficient and they will have good distance and many other preperes, amazing - Mevoren, in the a«méjs[b :
decoding properties. o L
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So, these have let us enumerate them so, Wlsh Hademard this will have distance maximum B

which s aalf then Reed Sclomen his vl have istance smaler than bal, but it will b very & s e & alloss unigue Aﬂmiwf uh to
eficeat. Third is Reed Mucllar sc, this will be similr to Reed Solomn, it will be Reed Feven < sl =y, randonijed

Solamon besically works with univariate polynomials, this will work with multivariate and Oh: (an ehading /dee g 1€ dine m| polyln)-lime ¢
nally, comtining 2 codes which are called cencarrated codes. So, tke propery wi be .

these wil also be cfficent Reed Solomon is not a binary code it il ws finite feds Reed -We will Ztuo‘y 4 ex}&éf cades (fujl'gm\)x )

Vieler as well will se finite fields concaterated codes wil be our final cheice tacse wil ‘

have all the propertes these vl be binary and these will be efficent distance will be
constant css tan blf We wil stcengthen the ratior: of decodig gracually we wl first star

with unicue 30w to decode miquely which we will o ir Reed Solemon efficenty and in

Welsh Hadumasd inefficienty fom unique we will meve to local deeoding local il be that

you vl need to query very few places your comupted codeword and inally. local lit 4
decoding which is non-unique. Sc, finally, we wan: locel fist decoder okay so, lecal means 3
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For§ > 1/2, ¥ 2-/2" ~ —=Thus m~2""required in th proof

i<m/2 %

So, if you want to reach 6 = 1/2it is possible but then you will need an exponentially large m
and exponentially longer codeword. Now, what happens whend > 1/2 then you can show that E
cannot exist this you can show simply by looking at the space{ 0,1}" or {0,1}™and they are just
by triangle inequality you will get this. So, 6 > 1/2 is not possible § = 1/2is possible but

exponentially large delta less than half by a random choice E exists.

And so, what you learn is that this code E allows unique decoding up to errors<§/2=1/4 so,

this existential code E he tells you that all information theoretically unique decoding is possible
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even if there is 25% error. So, Alice send this message or this code word to Bob and 25% of the

string was corrupted still Bob can recover the original message so, this is an amazing thing.

The only part missing is can this be done efficiently? Can encoding decoding be done in poly( n)
time? So, encoding can be done in this existential proof it can be done 2" time because it
basically goes through all the string{ 0,1}". So, can you make it poly( n)- time and also

randomised is allowed. So, can you solve this problem in randomised polynomial time.

So we will study 4 explicit codes and as well happen, these will be linear codes which means that
if you take 2 messages and add them their code words will also add to give the new code words
these will be linear codes, they will be efficient and they will have good distance and many other
properties, amazing decoding properties.

(Refer Slide Time: 15:38)
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you will need to query vary few places your comupted codeword and nally, local list

decoding which s non-umique. Se, Saal’y, we wan: locel st decoder okzy o, lecal means

that query very few places in the comupted code word and still get 2 bit of the originel
messege and list will mean tha: in fact, the cptors of  mean you e n a regime where there
may not be a uique message x. So, then you wert o output Lt of messages. But
obviously, the Lt has to be small. Se, we will do this gradually this wil rake severalLeetues.

So, let us start with Walsh Eedemard that is the simplest a'thongh inefficient. Tt has 10 be

inefficen becanse we are demanding dehts balf. A that we wl look t more and more
advanced coding techriques. o ~\We'?? b’mqﬂu\ the notion of Juocla}y 7\«0('4«4
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So, this is quite old, ais is from 19405, Walsh Hadamerd So emember, you wan: de'ta b,
50 you expect the length to be zxponentielly blewn up. And whet you can do is just take your

‘messzge % and teke all possible inner product with the space. So spaces 2 to the n swings for s

every sting, You intake imner product with x And that s how you get 2 sese n bits that s
your code worc. So, for 2 sxings n the space , 1 to the n, define thisinner procuct as sigma

%1y imod 2, okay this bit the natural inner product. And then define the WH code Walsh

Hadamard code. So, s stretch 1o m, m is 2 raise ton. And the way you stretch it is for any

X, you map it 0 a sting z where the yth locaion of 7 ireer produc: of x withy. Okay, 50 .

that is, this is the definiticn of your inner product between 2 strings. And the code is just 3
[ i 1
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So, these have let us enumerate them so, Walsh Hadamard (§ = 1/2)this will have distance
maximum which is half then Reed Solomon (§ < 1/2 & ef ficient)t. Third is Reed Mueller so,

this will be similar to Reed Solomon, it will be Reed Solomon (multivariate version of RS)
So, the property will be these will also be efficient Reed Solomon is not a binary code it will use

finite fields Reed Muller as well will use finite fields concatenated codes(binary & efficient).

We will strengthen the notion of decoding gradually we will first start with unique how to decode
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uniquely which we will do in Reed Solomon efficiently and in Walsh Hadamard inefficiently

from unique.

We will move to local decoding local will be that you will need to query very few places your
corrupted codeword and finally, local list decoding which is non-unique.
unique — local - list(i.e non — unique!)So, finally, we want local list decoder so, local
means that query very few places in the corrupted code word and still get a bit of the original
message and list will mean that in fact, the options of I mean you are in a regime where there
may not be a unique message x. So, then you want to output a list of messages. But obviously,

the list has to be small.

So, we will do this gradually this will take several lectures. So, let us start with Walsh Hadamard
that is the simplest although inefficient. It has to be inefficient because we are demanding delta
half. After that we will look at more and more advanced coding techniques.

(Refer Slide Time: 19:51)
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il ey give you |, if they are same, it will give you O it isjust psity. Se. i is the sameas
the difference between these 2 strings. And since it s fractional hanmire distance, you
‘multiply it by m okay. So, this is dela times m delta between these 2 strigs. So, the distance
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Walsh Hadamard code(1940). So remember, you want delta half, so you expect the length to be
exponentially blown up. And what you can do is just take your message x and take all possible

inner product with the space. So spaces 2" strings for every string, you intake inner product with
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x. And that is how you get 2" bits that is your code word. So, for 2 strings in the space {0,1}",
n

defn: For x, ye{0, 1}n definex QO y = ) xl,yimodZ
i=1

And then define the WH code (Walsh Hadamard code).
WH: {0, 1}n - {0, 1}2 ™. x > zwhere z;=x ©® y, for location ye{0, 1}n

So it is a 2" length string, you can also think of this as projections of x all possible projections
modulo 2 you project inner product is also like projections but this is mod 2 so there are 2"
projections possible and you project in every direction, that is Walsh Hadamard code, what good
is this map. So, what we will show is

Lemma 1: Walsh Hadamard is an error correcting code with distance 1/2.

So, we have to show that for different x and y the code words WH x and WH y they are very far
apart, we have to calculate the distance. In other words, the 2 strings WH (x) and WH (y) they
will be different in half of the locations or more. WH(x + y) = WH(x) + WH(y) where °

is coordinate wise sum mod2. Coordinate wise sum also means just the parity coordinate wise.

So, this is easy to see because x will go to z and y will go to z', but when you look at a location
in that location, you are taking only inner product so, inner product is linear.
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Since this inner product is linear on the location string, this property holds true, which means that
if you look at the weight of this vector weight means number of non 0 entries, number of non 0
coordinates this will be wt(WH(x+y))=wt(WH(x)+WH(y)). And so, if you look at a location, it is
just sum mod 2. So, only when the 2 coordinates are different, the 2 bits are different will they
give you 1, if they are same, it will give you O it 1is just parity.
So,wt(WH(x+y))=wt(WH(x)*WH(y))= A(WH(x),WH(y)).m. So, If x+y# 5,then( x+y) is
orthogonal to exactly 2 of the vectors in {0,1}"

So, a non 0 vector is orthogonal to exactly half of the space and it is not orthogonal to half of the
space. So, using that property you know that weight of this Walsh Hadamard x + y is half the
weight of the Walsh Hadamard because Walsh Hadamard vector is nothing but collection of
these inner products, half of them is 0 half of them is non 0. So, you get wt(WH(x+y))=m/2,
A(WH(x),WH(y))=" for x# y

Lemma 1, you have to show that Walsh Hadamard is an error correcting code with distance half.
And we have shown that indeed, if you look at the images, the code words they are far away.
And moreover, it is a linear code word, but it is very long so, we want shorter code words. So,
WH achieves maximum distance, but this m is exponential m=2" So now, to get shorter code we
have to do something else to get a shorter code we will look at finite fields so we will use more

algebra.

So finite fields F other than F, you can see that Walsh Hadamard work with the finite field F,
field with 2 elements it did addition mod 2. But inspired by this, we will now move to finite

fields. And we will get the first brilliant code which is the Reed Solomon code.
(Refer Slide Time: 32:00)
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This is from 1960s so, Reed Solomon code will move to finite fields. And the idea is to view the
input string as a polynomial as a function, view the input string as defining a function, which is
basically a polynomial and then you evaluate that polynomial and evaluations are then sent as the
code word as a polynomial and consider its evaluations in a finite field, this is the basic idea

instead of thinking of a string as a vector in hypercube, {0,1}".

Now, you think of the string as a polynomial and this polynomial when you will evaluate, get
many evaluations that is your code word. So let us define it formally so, let F be a field
n < m < |F|Now the RS code is the following map, it will, instead of a string it will actually
O

. n m
mF - F; (a,.,a where

take a 0 -

point
n—1

vj, z, = 3 alfji; forthej — thelement fj in F so, that is the RS code.
i=0

RS code is mapping a point is a (aO,...., an_l) by defining a polynomial and then evaluating it at f;

so, we can write that down. So, the polynomial is }; (aiX i) this is the polynomial that the given
i<n

point(ao,...., a . defines and you just evaluate this polynomial at many, many field elements,

exactly m field elements. Now again notice that this is a linear code, because if you take 2 points.
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And look at the RS code words, when you sum the 2 points again coordinate wise and in the
finite field then the code words will also add up this is because the 2 polynomials you can add,
you can add the 2 polynomials and then evaluate or you can separately evaluate and add so this is
again a linear code. And the property was what is the distance of this? So RS is an error
correcting code of distance so if you take m to be more than double that of n, we are claiming

that the distance of RS is half.

Lemma 2:RS is an ecc of distance (1 — %1)

Actually, you should be careful here, the distance notion here is for the finite field alphabet this
is not binary anymore. So let us remember that so the alphabet is now not 0, 1 but the field
elements F. And in that alphabet, if you look at the distance, so RS x and RS y how far they are
in terms of the coordinates, compare them in the field, then a lot of them are different that is what

this lemma is saying let us prove this.

So again, like a lemma 1 we did, so RS(a-b)=RS(a) -RS(b) for coordinate wise sums let us do it
properly. So again a is a point in F" ,b is a point in F", (a - b) means that you coordinate y
subtract. And when you do that, you can see that the polynomial that you are getting you can
subtract the polynomials and so, evaluation of the polynomial and then subtracting or subtracting
the polynomials.

(Refer Slide Time: 40:51)
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‘many coordinztes are differert, but the mumber of coordinates is not m, it is now you have to

multply by the cld dement i the binary aphabet, so, that will give you log Zectors. So

actually this distance is this becomes smeller than okay if you look at the binary distanceitis = wt( KS(a—H) =ut( KS(»\) ) >

‘much smaller, but if you lock at the non binary distance taat is very close to 1if as the bigger —- A( [ ’0{"» 3 A b [Folphate t)
), :

youpick m the closer to 1 it is okay. So,tkis i no really conmadictig Cilbert Varshamay }s w40, fen RSGt) b ael D]L n ewlueia

bound because that was for binary alphabet. Reed Solomon is for 20n binary alpabes, that is 9& lk hongho ijv-%.«é a4, ) X<
— = v .

the notion of distezce here. So, tis s delie for F alphabet okay so, we have seen that Reed - R

Solcmon is a near cerrecting code and distances close to 1 which means it is separating the U rost (ht Al ol n

sings very fr vay. 2 DARsey, £58) - 2 m-brl)

(Refer Sfide Time: 46:41) ) A(RSG), £50) 2 1- 1L, bi)

Le us move to the next code so, for novw, we ere arly looiing at the distance in encodizg 1

distance sight ecoding e willsee later decoding s elways cempliceted. So, Reed Muellr

code is similar tme what is the idea of this? [dea is similar 1o Reed Solomon code, again
view the string a5 a polynomial and consider evaluaticns but mulivariate polsnomials and
considered evaluations okay. So, this will be the multivariate generalisation but the
expressions will now become more complicated so, le us go through the definition again. So,
let F be a finite field 1. d are numbers and d is smeller than the field size [ will besically bea
number of variatles d will be the total dzgree. Now, the Reed Muller code is this map which.

s
[ L m I
Page: 100172 Viords: 4978 | < Engish (ndal [EEEEE o e
7 - 5 BBPM
@ O Typeheretc search 0 3 n @ I~J L U & G R I ¢ U ~emBues o0 O

And then evaluating will give you the same value which means that again weight. So, if you look
at the number of entries in LHS that are non 0, that will be given by the number of places where
RS(a) and RS(b) differ, because the places where they are equal, the difference will be 0. This is
again similar to what we did before, wt (RS(a-b))=wt (RS(a)-RS(b))= A(RS(a), RS(b)). m and
again, if a - b # 6, a and b are different, then RS(a - b )is a set of m evaluations of the
» (ai - bl,)X i, the degree of this polynomial is less than n, you can assume n - 1. Now, how
i<n

many evaluations of this can be 0, this maximum n - 1 evaluation are 0 so, remaining evaluations

are non 0.

So, at most ( n - 1) evaluations vanish which means that A(RS(a),RS(b)).m >m-(n-1)
A(RS(a),RS(b)) =1-(n-1)/m
which is what we wanted to show however, if you look at the binary distance so, for binary

distance you have to actually look at the coordinates in binary.
Now, when you look at field alphabet 2 field elements are different, but that only means that

when you look at the binary representation 1 bit is different, it is possible that just 1 bit is

different not all the bits. So, what you will get is this m -( n - 1) these many coordinates are
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different, but the number of coordinates is not m, it is now you have to multiply by the field

element in the binary alphabet, so, that will give you log factors.

m—(n—-1) 1
mlog|F| ~— log|F|

binary distances are smaller: (1 — n;ll ) if you look at the binary
distance it is much smaller, but if you look at the non binary distance that is very close to 1 if as
the bigger you pick m the closer to 1 it is. So, this is not really contradicting Gilbert Varshamov
bound because that was for binary alphabet. Reed Solomon is for non binary alphabet that is the
notion of distance here. So, this is delta for F alphabet so, we have seen that Reed Solomon is a
linear correcting code and distances close to 1 which means it is separating the strings very far
away.

(Refer Slide Time: 46:41)

calculation for RM codz?

z *

Red Mallon, Code (1754)

(Refer Slide Time: 54:51)

So, Reed Muller is an error corrzcting code with distance | - d by the sizz of the finite field

st of al it s a lncer code way is i incar? Well, for the simple reason that when you look

2 coefiiet vectos the disfmence of them cordinate wise meexs tkatthe polyaorids Defn: - deb e o Suile eld ; Ldew & < [iF
g e it ; : : U RMle b R RO ) iRt
4lso you ae taking the cifference and then if yeu evaluate, you wil gt the same value asif “RM-cole i KM: () — (pIFF 5 that mafs
youhad st evluated and then taking the diffeence ight So, the e eason a5 ou sew P
befere Reed Malle i  nea code ad e saored the divrce cdllgion o, tis agan s Agplicth, M- § e | m<d]
{ PO4y %)= Ter 75 (-l
1% 0
n) T = ey

Obsonve: - R vith d=1 b f) = WHcode,
. - RM with L P Rs-code,

«non binary distance. 5o, 2gain i you look ¢t the weight of Reed Mullerimege of difference

of 2 strings 2 and b right like before this wil be the weight of since it is Iinear RMa - RM>
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Let us move to the next code so, for now, we are only looking at the distance in encoding n
distance decoding we will see later decoding is always complicated. So, Reed Mueller code is
similar time what is the idea of this? Idea is similar to Reed Solomon code again view the string

as a polynomial and consider evaluations but multivariate polynomials and considered

evaluations.

So, this will be the multivariate generalisation but the expressions will now become more

complicated so, let us go through the definition again. Defn;So, let F be a finite field
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l+d

l+d 1
l,deN & d < |F| Reed Muller code is RM:F ¢ — il

that maps every [ variate d degree
polynomial P to all evaluations in the space F Lif for every point in the space F l you evaluate this

P and hence you will get F : many coordinates that is your code word.

So, explicitly also we can write this RM

{c.eF| li| < d} = {p(x o x):= X cza_cl X

. -
11+...Ll_d

e xleF}

So, you start with coefficients and you end up with evaluations of this polynomial P. So, I hope
this clears up what the RM map is doing so, first observation is let us compare this with the Reed
Solomon definition and Walsh Hadamard. So, both the codes that we saw before in Walsh
Hadamard you can think of d = 1. So, RM with d = 1 if you make degree to be 1, then you are

basically looking at a linear polynomial.

And if you also fix the finite field to be F, then what you are doing is given these [lbit string you
are just evaluating all these linear I mean you are evaluating this linear polynomial whichl bit
string defines and hence you are just computing the inner product in all possible ways, all
projections so you actually get the WH code. Now, to get Reed Solomon, you just fixl = 1, that is

natural.

If you take a univariate version of RM code, then this map is just the definition of Reed
Solomon. So, this is why Reed Muller code is important it is actually a uniform generalisation of
both these important codes that you saw Walsh Hadamard with delta, which is a binary code with
distance 1/2 and Reed Solomon which is a non binary code with distance almost 1 and what is
the distance calculation for RM code?

(Refer Slide Time: 54:51)
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So, Reed Muller is an ewor comzcting code with distance | - d by the size of the finitz ficld

st of all it s a e gode why i it inew? Well, for the simple reason that when youosk £ g =

at 2 coeffcent vectors the iference of them coordinate wise mears st the poynoials fenna 3 RM s an ece b disfince 1— /lf/ .

also you s taking tae cifference and then if you evaluate, you wil gt the same value as if Prook - Agatn, W(RM(a 1) CF o dfhadet

you had fist evaluated and then taking the difference fight. So, the same reason 25 you sew = wt(fM@) -~ kM) = A(Eme), M)-r .

befere Reed Mallr is 2 finear code and we shorwed the dis:znce caleulaion row, s again i me= [ :

4 non binary distance. S0, gainif you look t the weight of Reed Muller imzge of difference . }f ab#D, then Z(lar-be)XT has °h[y (‘//;F
RMp I<le

of 2 srings & and b right ike before this will be the reight of since it is ncar RMa -

frncliar of 3eros,
which means that you have to consider taos¢ locatons heze Ra and RM differ So, s0u
g0 to the distance times m what is m? So, m is ield size mise to | Ftohe l ight Okey. So, 5

= AMG), ) 2 ]-d .
now, you have to compute the weight of M - b which means in 20w many places is i non 1A
D right like s did for Reed Solomon code. Sc, i a - » s nom 0 diffeeent ecfficint vectors

then this polynomil that you will ook at then this polynormial has how meny 07 Se, here you

have to use ks muliivasiate bound on the 0 of mubivasiate which 's whet we caled
polsmomial idextiy lewma. By that vou will notice that vou get d 3y F ght by the
polsnomial identty lemma which means that <his fracior: mey vanisa but the ramainizg wil
not and hence you get defa to be at leest 1 - d over F. Ok, So that Fuishes the proof of

distance. Next time we will start concatenated code
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So, Reed Muller is an error correcting code with distance 1 — I;;I first of all it is a linear code

why is it linear? Well, for the simple reason that when you look at 2 coefficient vectors the
difference of them coordinate wise means that the polynomials also you are taking the difference

and then if you evaluate, you will get the same value as if you had first evaluated and then taking

the difference.

So, the same reason as you saw before Reed Muller is a linear code and we showed the distance
calculation now, this again is a non binary distance. So, again if you look at the weight of Reed
Muller image of difference of 2 strings

wt(RM(a — b)) = wt(RM(a) — RM(b)) = A(RM(a), RM(b)).m .

what is m? So, m=|F |l. So, now, you have to compute the weight of RM(a - b) which means in
how many places is it non 0 like we did for Reed Solomon code. So, if a - b is non 0 different

coefficient vectors then this polynomial that you will look at then this polynomial

—_
» (a{ — bE)X has only d/F fractions of zeros,by the polynomial identity lemma which means
lil<d

that this fraction may vanish but the remaining will not and hence you get
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A(RM(a),RM(b)) = 1 — I;;I So that finishes the proof of distance. Next time we will start

concatenated code.
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