Lecture 8
MapReduce Examples

MapReduce examples,
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Example: 1 Word Count using MapReduce

map(key, value): &:/
// key: document name; value: text of document
for each word w in ;alue:
emit(w, 1)
e
-t o

reduce(key, valqes};’f"""’ qiﬂ
// key: a woF/dfvalues: an iterator over counts

result =0 ~

for each count v in values:

result = v
emit(@y, result)

Example one, what count using MapReduce? So, here we see the structure of map and reduce program
which, will do the word count, in a given document. So, the input we assume is a document with the
name is given as the key and the text, of that document is the value for each of our W which appears in a
particular text of a document, this map will omit that name of that word and the value 1. Now this
particular, intermediate result, that is the word and this value, is taken as an input in the reduced
function. So, reduce will get a key as a word which is emitted by the map function and the values as an
iterator over the counts. So, the counts which is emitted by the map function, is the value and here also
this word is, output by the might map amid. Now this iterator will run on this count values so, for
example for each count value V, in the values it will do the sum and for every key it will result the
output.
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Count lllustrated

map(key=url, val=contents):
>\~> For each word w in contents, emit (w, “17)
\-l}m‘ ! reduce(key=word, values=uniq_counts):
{'f\ Sum all “17s in values list

Emit result "(H’Dl’d, sum)”
Skt

Q{ﬂw o0t~ \M ]

see bob run _

see spot throw -

P

Let us see this illustration through this running example, now in this example we consider a document,

let us say this name of a document, docx file and this is the text, of the document now, when this
particular name of the document, is given and the text is given. So, these particular text words, as it is
appearing it will emit word and W. So, here we see that, W and this is the value 1 and this is the value.
So, as these words are appearing out of this particular text, this map function will emit, these W and 1
out of this particular previous program. So, after this emit of these words, it will do a shuffle, in so-
called, what it will do the same words it will try to, collect together, it will sort them and collect them,
together and then pass on, this is the shuffle phase and then pass on to, the reducer phase. Now it
depends upon how many reducers we have let us assume we have one and two different reducers. So, as
far as this Bob is concerned, it will be passed on over here this will pass on over here Bob will go to this
particular function a run will go to this particular function, to this reducer I spot will go here, here and
throw will go here. And this reducer will now, for example in C, there are two different, these values
when it comes and iterator it will, go through this iterator function and make the summation of it.
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Example 2: Counting words of different lengths

e The map function takes a value and outputs key:value
pairs.

e For instance, if we define a map function that takes a
string and outputs the length of the word as the key and
the word itself as the value then

Sec .
e« map(steve) would return 5:steve and Thas B :.5_.
e« map(savannah) would return 8:savannah. a2 v

This allows us to run the map function against values in
parallel and provides a huge advantage.

Now let us see another example, example number two, counting words of different lengths. So, in a
given document we have to find out, the documents of a given length for example, this is my pen. So,
here you see that this word is of length four this word is of length tow this word or is of length tow this
word is of length three. So, counting the words of different lengths is, you see this particular word, of
length 2 is appearing two times, the word of length four is appearing one times word of length three is
appearing one times this we have to give as an output from for a given document file. So, let us see how
map and reduced function, is utilized to do this particular job.

Refer slide time :( 05:40)




Example 2: Counting words of different lengths

Before we get to the reduce function, the mapreduce
framework groups all of the values together by key, so if the
map functions output the following key:value pairs:

3 : the "
wk )
3:and o TR
3 :you 1}1} &"1 3 ~ They get grouped as:
4 : then ' '\ \ v
4 : what s IOV 3 : [the, and, you] .~
a ) h g 4 : [then, what, when)]
5 ) ::e:: At 5 : [steve, where]
5 i h e \}\“’Rj‘ 8 : [savannah, research]
- Whnere .
8 : savannah k\f A
_ R -research

Now to do this counting words of different lengths, we have to design the map and reduce function. So,
given this particular document, the map function will emit the key and the value. So, the key comprises
of the length, of about and the word itself. So, for example, at ERT the this is the word, this will be
emitted and also the length, will be emitted so key value pair will be key, will be the length, here length
of the world and the world itself will become the value this will be emitted out of the map function.
Now after that what the reducer? Will do reducer will accept this format and then it will be group by so,
the reducer, will now collect the, the key and corresponding it will outcome the list of the words. So, for
example here, you can see the word of length 3 it is 3 different types of 3 different words, which are
appearing, is being clubbed together, as a list. So, this will be the output of the reduce function.
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Example 2: Counting words of different lengths

e The reductions can also be done in parallel, again providing
a huge advantage. We can then look at these final results
and see that there were only two words of length 5 in the
corpus, etc...

e The most common example of mapreduce is for counting
the number of times words occur in a corpus.

So, the reductions can be done in parallel, again providing a huge advantage, we can then look at these
final designs and see that there are only two words of length 5 in the corpus and only two words of
length 8 and so on. So, this we have seen through an example that using MapReduce program complex
program or application can be easily programmed and this is going to be used in a big data applications.
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Example 3: Word Length Histogram

A Declaration By the Representatives of the United States of Amenca, in General Congress Assembled. When in the
courze of human events it becomes necessary for a people to advance from that subordination in which they have
hitharto remained, and to assuma among powers of the sarth the squal and indepand v to which the laws
of nature and of nature’s god entitle them, a decent respect to the opinions of mankind requires that they should
declare the causes which impel them to the change. We hold thess truths to be self-evident. that all men are
created equal and independent, that from that equal creation they derive rights inherent and inalienable, among

mwmdeMNnmmdwmwawmn and to
institute new gowvernment, laying it's foundation on such prinaples and orgamzing it's power in such form, as to
them shall seem most likely to effect their safety and happiness. Prudence indesd will dictats that governmaents long
established should not be changed for light and transient causes: and accordingly all axperience hath shewn that
mankind are more disposed to suffer while svils are sufferable, than to right themsaelves by abolishing the forms to
which they are accustomed. But when a long train of abuses and usurpations, bagun at & distinguished pernod, and
puriuing invarably the same object, evinces a design 1o reduce them to arbitrary power, it s their nght, it is ther
duty, to throw off such governmant and to prowvide new guards for future secunty. Such has bessn ths patient
sufferings of the colones, and such is now the necessity which constrains them to sspunge their former systems of
governmant the history of his present majesty i3 8 history of unremitting Injuries and usurpations, among which no
one fact stands single or solitary to contradict the uniform tenor of the rest, all of which have in direct object the
establishment of an absclute tyranny over these states. To prove this, let facts be submitted to a candid world, for
the truth of which we pledge a faith yet unsullied by falsehood.

How many “big”, “medium” and “small” words, are used ?

Example number 3; Here we have to find out the world length histogram and if this particular document
is given and then we what we have to, find out that how many big medium and small words are
appearing in this particular document and this becomes the world length histogram.
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Example 3: Word Length Histogram

Abndged Declaranon of nce
ety | L1 1} § I |

)

W
Gellow 10+ letters
i @ =5..9 letters

=24 letters

For example, that if the words of length that is 10 plus letters, we say that, this is the big world and if
let us say, document if reward is having five to nine letters, then it is a medium word and if the word, is
having two to four letters, then it is a small world and if it is the word of single letter is called a,” Tiny
Word’. And initiative doing this let us color these words, with yellow if it is big word, red if it is
medium blue it is pink and blue, if it is small and pink if it is tiny. So, given this particular document if
we color them according to this word length categorization so, the document will look like, in this
manner now we have to find out the world and histogram.
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Example 3: Word Length Histogram

Split the document into Declaration of e
chunks and process each L cmgrens Asuembled.

Ahen m e courve of hmman events f becomes mecewwary for 8 people 1o st ance Som
chunk on a different that ubcrdnston @ shuch Sue hae hutherte remaned and fo 4 ume wnong posens of
computer e earth e equal nd Sdependesl Gahon o wlach S e of aefure md of o

& et et o of mnknd requare thar the hould

of the poierned tha wheos e v form of gor ermmens devtructve of theve
e o o the rught Of the people & alter on to sbolih o sl 1O Esnne oew (fO% STE—e
Chunk 1 | o e

/ dac eave chae go loag hould oot e hanged for Light snd o anssent
ﬂ Smgty all e Tt maniond ae more daupeued 1o
. afer whale o ils are wfferable han b g by i W forms 'O
whach they we sccostomed But whes s long wam of e wun s 8
md p -_mmnhh_
_-_yp.- --—-*--—--y o twrow off vach povernmens and
1o o ule aew guads for Mo wecuEiry th—h_h-‘h

_—-’-"-__ G to :3
v of go he b v of b pe =ak v of
mad -ﬂﬂl ds mghe ov
h*—dh-ﬂd“h-hﬂ*h-—_d-
Chunk 2 abnclute

ES s

Now to do this you know that in MapReduce program, we can divide this entire document into the
chunks let us assume that this is upper, when this particular this portion of a document, is chunk one the
other portion the remaining portion is chunk so, we divided into two chunks.
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Example 3: Word Length Histogram

Abnidged Declaration of In idence VA
- 8 Gt (key. value)

And now we have to write down the map function. So, map function will be based on, this word count
application, wherein if a word is given and the map functions will take the key and the value. So, key
will be this document and this value will be these words out of this particular, document is written now
whenever a word is, there then through this particular length, we have to find out whether it, will emit
whether it is the color, of our award and one will be emitted, similarly as far as the reduced function, is
concerned reduce for every key it will make a sum of a count, I it will do the aggregation. So, count
means the iterator, iterator will make the sum and this will be the output. So, in this the, the chunk one
will omit this statistics that is yellow 17 different times it is a appearing red 77 blue 1:07 and pink is 3
similarly the, the map task 2, will emit the yellow as 20 red as 71 and blue as 93. So, these numbers are
internally done, that means that every task the reduce function is applied that is why instead of 17 times
once it is doing this, now this reduce again will combine them and give the final outcome that yellow is
37 and red is 148 and blue is 1 200 and this pink is 9.

Refer slide time :( 11:56)



Example 3: Word Length Histogram

“Shuffle step”™

e Reduce tasks

== (yellow, 17) (yellow, 17) (yellow, 37)

=== » 77) (yellow, 20) .

T 107)\ y SO

— .—l_-_-_-_ (rEd- 148)

= i\~ :
Map task 2 ¢ (blue. 200)
-t o= (yellow, 20) .
e e e _71) / |
e e 93) 5 (pink, 9)
:L—u-—;--——:‘-—;--—-_cn - 6 ) L —— —

T———-m— - —  ——

T o e we e e —

So, if we see these different steps so, this step is called a,” Shuffle Step’. And through this different 17
and 20 here there will be an iterator and thus reduce function will long add, after going through this
iterator and these values will outcome. So, this example shows the world length histogram which is
nothing but an extension of word count program
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Example 4: Build an Inverted Index

Input: Desired output:

v

v
eetl, (“I love pancakes for breakfast™™ “pancakes”, (tweetl twee;y‘
tweet2, rsh - — b tweell, t et3)
tweet3, (“What should | eat for breakfast?”) Fat{tweet3, tweer‘?e

S

tweetd, (“I love to eS‘f"} “love”, (tweetl, tweetd)

ek p‘;* k-l’
I

Now there is another example for to build an inverted index. So, by mean inverted index is, for example
if a document is given or a set of documents is, is given then we want to find out the, the text or a

particular word, which is appearing in a particular document and then we will finally collect a world
which is appearing in all list of all documents where it is appearing, this is called,” Inverted Index’. And
search engines are now using this concept. So, let us see how this happens so, map function will take a
key value pair and will emit the, the name of the word that is called,”Value’. What value? And the
document ID it will emit. So, for example in this particular case, here the world like pancake pancakes,
it will emit the document ID that is to each one and it will again emit, let us say a breakfast, this is to eat
one similarly in the next one, is called,” Pancakes’, to eat two and then in the next one breakfast, tweet
three and here eat 93 then low then tweet three. Now this is an intermediate, key value pairs which is
emitted by the malfunction, now using this we have to find out the, inverted index that is a desired
output in whatever index by mean that the reduced function, will group by keys and will list out all that
particular document IDs where it is appearing. So, that reduce will basically emit the output as, as these
words and the list of document IDs. So, therefore in this case, pancake if you see is appearing in this to
each one, is appearing in this pancake is appearing in tweet one and also the pancake is appearing in to
it too similarly the breakfast if you see, is appearing in to it one and the breakfast is also appearing in to
it three, similarly it is appearing in tweet three and also in to it four. Now is appearing in to it one and to
eat four. So, this will form the inverted index, using simple MapReduce program and whenever a search
engine uses, the word breakfast, for searching so, it will give these two documents, to it one and two it
three where this breakfast, was being referred in that document.
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Example 5: Relational Join

-
/ Assigned Departments
_Em;_)loye_e_ -72:4 EmpSS ’ DepName |
—7|Mume S = | 50000005 [ Accoums |
Sue ‘M?ﬂ-f“f 777777777 | Sales -
A R ) 1777777777 | Marketing =
- d,‘%}f,;glj-g ‘ '
Emplyee M{Asmgned Departments I
'Name | SSN | EmpSSN | DepName
> Sue 999999999 | 999999999 | Accounts
e /7+Tony \ 777777777 _| 777777777 | Sales -
=t Tony TI77777777 | 777777777 |Marketing | —
o,

Now we will see the operations, how we are going to perform the relational, join operation using
MapReduce, by relational join let us understand this example and then we will see, how that is done
music MapReduce. Let us say that employee is a table having, the attributes as a name and its SSN
number, similarly another document which is called,” Assigned Departments’, here we have in SSN and
the department name. Now if you want to join on, employee and assigned departments, if you want to
join on SSN equal, employ SSN then we, we see that this particular employee with the name sue has
matching, employ SSN with the accounts. So, if we join them this particular tuple will be generated,
what about the other one here this SSN ha two matches. So, therefore this particular tuple two different
tuples will be generated accordingly wherein this is the sales and marketing will be reflected. Now let us
see how this we are going to achieve using MapReduce operation.
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Example 5: Relational Join: Before Map Phase

Key idea: Lump all the tuples
(:Em together into one dataset

| Name
|

| Sue | 999999999 r ol (
| Tony |\ 777777777 | Evploves. Sm_@ ¢
Employee, Tony, 77 T

Assigned Dopartm-ms Departmént, @mms
1 Department. 7 77. Sales

| EmpSSN | DepName Department, 777777777, Marketing
999999999 Accounts

| 777777777 | Sales
| 777777777 | Marketing "l"'*

What is this for?

U-oJ-ﬁl') \ 2t

rr (™,
v

20:47 / 27:41

Now before going into details we have to understand that map and MapReduce is a unary operation and
this join is a binary operation, when it requires two tables, table 1 and table 2. So, how this MapReduce
which is a unary operation, will be used to do a relational join and that we have to see that now what we
will do is we consider the entries or the tuples of the table as, as a single tuples, as the collection of all
the tuples and we will attach this identity of the name of a table also. So, it becomes a key value pair so,
key value pair means that, the name of the table will become let us say key and the remaining couple
will become the value this way we will list out all the tuples, which are there in different tables. Now if
this becomes, a complete data set then we can perform the join operation, easily how the join is
happening is join is happening around a particular key. So, around a SSN number so SSN number will
become the key here in this case and we will omit the, the Map Reduce will, will emit the key and the
value. So, key will be this SSN number and the value it will emit will be the entire tuple. So, now as far
as the reduce is concerned reduced, will now group by this key and, and then after group by key then, it
will try to do the iterator and if these table, IDs are different, then it will make a joint operation within it.
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Example 5: Relational Join: Map Phase

Employee, Sue, 999999999
Employee, Tony, 777777777
Department, 999999999 Accounts
Department, 777777777, Sales
Department, 777777777, Marketing

Jt S /

_ key=999999989 value=(Employee, Sue, 999999989)
key=TTTT77777. value=(Employee, Tony. 777777777)
key=999999099, value=(Department, 999999999 Accounts)
key=TTTTTTTT7, value=(Department. 777777777, Sales)
key=TT7TTTTT77, value=(Department, 777777777, Marketing)

why do we use this as the key? I

So, let us see here in this case as I told you that you we have to decide what is the key and what is the
value. So, key will be the, the, the SSN number around which we are going to join. So, whatever is the
joint become, the key and the entire tuple including the name of the table or a name of the document s
and all the tuple will be that value. So, this after, after finding out this kind of
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Example 5: Relational Join: Reduce Phase

S -

key=99999999% values=[(Employ S
(Departmerit. 9. Accounts
v

X
T | sue. 999999999 999999999, Accounts |
v

B | Tony, 777777777, TITTTITTT7, Sales
J Tony, 777777777, TTTT77777, Marketing

things, then now we have to do a join operation. So, in the join we will see that when we make a group
by key, let us say that two different tuples are appearing and since they are employ their, their tables are
different. So, we are going to join them using these different notions and similarly here in the other case,
we have a employ and two different Department. So, this employee will be joined so, it will generate
two different tuples where in the Tony and sales, is one tuple Tony and marketing will be another tuple
this way the, join operation.
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Example 5: Relational Join in MapReduce, again

Drﬁe@ account. date) L;nqry(_ qty)

1. aaa d1 1.10. 1

2, aaa, d2 1,20, 3

3. bbb, d3 2 10 5
2

. 50, 100 L
AMap tagged with p 3 20 1
Sliaiins relation ~ar-_~- M Reducer for key 1 \/
»{(}"( , aaa, d1 > G} “Order”, (1. aaad1) = “Order”, (1, aaa dl)
/_‘2. aaa, d2 = 2:“Order”, (2.aaad2) / - “Line”. (1. 10. 1) —
3. bbb, d3 =2 3 :"Order”, (3,.bbb.d3) “Line™, (1, 20, 3) ——
Line

1. 10, 1 —)Q “Line”. (1. 10. 1) L L

1.20,3 2> \1) "Line", (1, 20, 3)

2.10.5 . “Line”, (2. 10, 5) -—y (l.aaa.d1.1.10.1)

2. 50, 100 > 2:-Line". (2. 50, 100) (1.33a.d1.1.20.3)
3,201 =<2 3:"Line", (3. 20. 1)

~ca e

Relational join we can perform now if you take another example, let us say that we have two different
tables, one is the order table the other is line item table and their tuples are listed over here then with a
map function, what we will do is so, we have to join around order ID, if we are going to join around
order ID. So, order ID will become the key so, the map will emit the key and the corresponding all the
values that is the name of the table and the, the corresponding. So, far both the tables it will generate
this, this will emit out of the map function. Now then the reducer will combine, by this one key so, it
will group by key for example this order, and for example key number one is appearing three times. So,
one with the order the other is with the line. Now then we are going to combine this order with two
different lines. So, basically it will generate two different tuples which is shown over here. so, by this
example we have shown
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Example 6: Finding Friends

s Facebook has a list of friends (note that friends are a bi-directional
thing on Facebook. If I'm your friend, you're mine).

e They also have lots of disk space and they serve hundreds of millions
of requests everyday. They've decided to pre-compute calculations
when they can to reduce the processing time of requests. One
common processing request is the "You and Joe have 230 friends in
common” feature.

s When you visit someone's profile, you see a list of friends that you
have in common. This list doesn't change frequently so it'd be
wasteful to recalculate it every time you visited the profile (sure you
could use a decent caching strategy, but then we wouldn't be able to
continue writing about mapreduce for this problem).

» We're going to use mapreduce so that we can calculate everyone's
common friends once a day and store those results. Later on it's just
a quick lookup. We've got lots of disk, it's cheap.

that using MapReduce, we can perform the relational join, example number six, for finding the common
friends. So, this kind of finding friends is very common in the social networks, like, Facebook. So,
Facebook has a list of friends and we want to find out the ur list of common friends, which are there in
the social network like, our Facebook now this kind of operation of finding common friends is quite
common, when you visit someone profile and see the list of friends that you have the common this list
doesn't change frequently and but it has to be calculated, at a regular intervals using Facebook.
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Example 6: Finding Friends

e Assume the friends are stored as Person->[List of Friends], our
friends list is then: v o .
//

ol
e A->BCD
e B->ACDE
e C->ABDE
e D->ABCE ¥

_e
e« E->BCD ;}({:{__aﬁgwq{ﬁudl

So, let us see that how using MapReduce we are going to perform this kind of operation. So, assume
that the friends are is told in this format, for example a person and the list of all the friends is basically
given as the input for example person a, is having a list of friends, B C D. Similarly, B is having AC de
e and so on. So, the person and arrow followed by, the list of friends is given as the input to this
particular program, now then we will see that.
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Example 6: Finding Friends

For map[;l ->BCD):

(AB)->BCD - BCT)

A< o
(AC)->BCD anl = v
(AD)->BCD ;D 5 BO

¥

For map(B-\zg ) : (Note that A comes before B in the key)
(AB)->AC
(BC)->ACDE
(BD)->ACDE >

(BE)->ACDE



How to find out a common friend, is first thing is for a map function, what we will do is? So, if the
person a and all the list of common friends is given so, we are going to generate a tuple that is of a B
,then a C then a D and we will output the same set of list, that is b ¢ d b ¢ d then b ¢ d, similarly for
another case also with B we have B a, then B C ,then B D and B E and all these same tuple will be
generated, that is in the form of a key value pair ,by the map function.
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Example 6: Finding Friends

o Before we send these key-value pairs to the reducers, we
group them by their keys and get:
N\ { J
(AB)->(ACDE)(BCD)
“(AC)->(ABDE)(BCD)
(AD)->(ABCE)(BCD)
(BC)->(ABDE)(ACDE)
(BD)->(ABCE)(ACDE)
(BE)->(ACDE)(BCD)
(CD)->(ABCE)(ABDE)
(CE)->(ABDE)(BCD)
(DE)->(ABCE)(BCD)

And finally the next thing has to be done by the reducer. So reducer will find out, reducer will reduce a
group by key, for example a B is a key and it has two different, such lists which has been obtained and
now similarly, for a key a see two different lists and so. So, once this is obtained so, reducer
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Example 6: Finding Friends

e Each line will be passed as an argument to a reducer.

e The reduce function will simply intersect the lists of values
- g —
and output the same key with the result of the intersection.

v 4 o Y =z
e For example, reduce((A B) -> (A@ E) (B @))
will output (A}) :(CD)
« and means that friends A and B have C and D as common
friends.

Will find out by taking the intersection, of these lists of values and that becomes stuck. A list of common
friends, for example, a B has two different lists, a C D E and B C D. So, if we take the intersection,
which is common, is C D is appearing in both the lists, hence the list of common friends between a and
B, is C D. Now this operation will be performed.
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Example 6: Finding Friends

e The result after reduction is:

e (AB)->(CD)
e« (AC)->(BD)
e (AD)->(BC)
e (BC)->(ADE)
e (BD)->(ACE)
e (BE)->(CD)
e (CD)->(ABE)
e (CE)->(BD)
e (DE)->(BC)

Now when D visits B's profile,
we can quickly look up (B D) and
see that they have three friends
in common, (A CE).

In this particular manner, by finding the intersection and for every set of persons, now in this manner,

we is computing the list of common friends, in parallel and
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this particular operation is being performed. Thank you






