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Content of this Lecture:

e In this lecture, we will study the Geo-distributed cloud data
centers, interaction of data centers with users and with other
data centers.

e We will also describe the data center interconnection
techniques such as (i) Traditional schemes such as MPLS, (ii)
Cutting edge such as Google’s B4 and (iii) Microsoft’s Swan
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Geo-distributed Cloud Data Centers; prefix, content of this lecture, we will discuss geo-
distributed cloud data centers, the interaction with other data centers, and interaction of
data centre with the users are the prime point for the discussion in this lecture. We will
also cover data center interconnection techniques such as the traditional schemes of
MPLS, versus the current edge schemes, which are applied in Google’s B4, and

Microsoft’s Swans, and the current trends in the data center networking.
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Inter-Data Center Networking: The Problem

e Today, the virtual use of any popular web application means to
communicate with a server in a data center.

e However the connectivity for this service depends on the internet
s Internet becomes crucial in application service’s performance

e Data centers also communicate with each other over the internet.
Example: replicating client data across multiple data centers.

e In cloud scenario, the wide area connectivity or the internet is as

So, the inter-data center networking, what is it and what are the different problems, let us
see and understand it. And then we will discuss the trends, and what are the traditional
methods to overcome from this particular problems. So, in today’s virtual use of any web
based applications means that you are communicating with the data center in some form
or the other, so that means if this is the user of web based application through the
internet, this particular user will be communicating with the data centers. This is data
center number 1 and so on; this is the data center number 2, which are at different

locations. So, they are called geographically distributed data centers.

So, therefore the users of any web based applications are connecting or interacting with
the geographically distributed data centers through the internet. Now, this particular
service, which the user is trying to get through the web application highly depends upon
the internet connectivity. Now, you know that from the background of the network, this
internet is also having an underlying network, which is called a wide area network. Now,
as far as these data centers are concerned, these data centers, which are at different
locations they are also communicating with each other with the help of internet.
Therefore, the wide area network that means to provide a good service, the performance
of the service depends highly on the performance of the wide area network in this

particular scenario.



So, in the clouds scenario, we will see here the importance of wide area connectivity or
the internet, which becomes a crucial as the data center infrastructure. So, the problem is
that there are two kinds of interaction, which we will focus that is from data center to the
user. And the other is between to the data center with respect to the wide area network.
Now, what is the issue, what are the problems this wide area network, which is nothing

but the internet is highly dependent on the bandwidth.

And there is a huge cost if lot of communication is done on this particular WAN or the
internet, then there will be a huge cost of this bandwidth. And if it is not utilized, then
that cost will be overhead or a burden or a waste. So, how this particular bandwidth,
which is primarily essential for the performance of running web applications is going to
be optimized, so that the performance with the cost or with the low cost, it can be

provided as the service in the cloud scenario.
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Why Multiple Data centers ?

e Why does a provider like Google nee sch an ext nsive |nfrastructure
\ with so many locations across a wide expanse of the globe?q@, Ai )"‘MD
e Betterdata availability: If one of the facilities goes down, due to a
natural disaster, you could still have the data be available at some other
location if it is replicated.
o Load balancing: Multiple facilities can spread incoming and outgoing
& traffic over the internet across a wider set of providers, over a wider
geographic regions.
o Latency: If present in multiple paths of the globe then can reach clients
- in different locations at smaller distances, thus reduces latency.
e Local data laws: Several authority might require that companies store
"\ data from that country in that jurisdiction itself.
e Hybrid public-private operation: Can handle the average demand for
ﬂ- . service from the private infrastructure, and then offload peak demand
to the public cloud.
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Now, the question is why the multiple data centers are existing in the previous picture
that is also called why the geographically distributed data centers are there in the cloud.
So, this question we will see, why we need the geographically distributed data centers,
and then will see the networking part, which is also an essential infrastructure for
providing the data center to the cloud. Now, the question is why does the provider like

Google needs such an extensive infrastructure, so that at many locations across the wide



globe, these data centers are residing, and their also called geographically or geo-

distributed data centers.

Let us see this particular question, so the first region of having the geographically
distributed data center is to provide the data availability, so that means, to provide the
better data availability means, that if one of this data center facility is down, due to the
calamities earthquake or some other region, then you will continue to get the data or the
availability of the data. If it is replicated at more than one geographic location elsewhere,

which is maybe active at that point of time.

The second region is called load balancing. So, the second region is due to the load
balancing, so that means, if multiple facilities can spread the incoming and outgoing
traffic over the internet across the wide set of providers, over the wide geographic
regions, that means the entire traffic is uniformly distributed. Hence, the load balancing
will give the more performance better performance, and also it is a cost effective way.
So, load balancing is possible if you support the geographically distributed data center,
that is why, the providers like Google has its data centers geographically, it spreaded over

twelve different location across three different continents on the globe.

Third one is the latency. Now, if present in a multiple paths of the globe then can reach
the clients in different location at a smaller distance. Hence, it reduces the latency
meaning to say that if a client is located in the country India, and it is being served with
the nearest data center located in India, then the traffic need not have to travel across a
wide distance located in US or in some other country. Hence are a smaller distance is
possibility, which will basically reduce the latency in accessing the application. So,
hence the latency will be reduced, if the data centers are maintained in the form of

geographically distributed sites.

Fourth one is called the local data laws. Now, there are different countries, which have
different laws of for the companies, who stores that the data as per their jurisdiction of
that country. So, therefore the data and its axis has to follow the laws of the land,
wherever the data centers are maintaining those particular data sites. So, it depends upon
the different applications, and how this laws can be useful in maintaining the
geographically distributed data center to provide the services are also going to play an

important role, that is why, this geographically distributed data centers are being made to



ensure the services, and also using the laws of maintaining the data as per the jurisdiction

of different nation or the country.

Fifth one is called hybrid public-private operations. In the sense, that if there is a
geographically distributed data centers, and also the private data centers are being
maintained, then what people can do is that the average demand for the data or the
service through the private infrastructure can be provided with the lower cost. And
whenever there is a high demand in the peak axis or in peak period, then that kind of load
can be shifted to public, hence it is called hybrid public private operations, can be
supported with the help of geographically distributed data centers or multiple data

centers, here in this case such as private and public clouds.
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Significant Inter-data center traffic

A First Look at Inter-Data Center Traffic Characteristics via
ahoo! atascis

Yingying Chen'. Sourabh Jain', Vijay Kumar Adhikari', Zhi-Li Zhang'. and Kuai Xu?

¢ Study from five Yahoo data ik
centers from 2011.

VPN Service
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\_ Yahoo Data Centers
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e The study is based on
anonymized traces from
border routers that connect
to these datacenters.
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Fig.: Overview of five major Yahoo! data centers and their
network connectivity.
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Now, we will see here that in inter-data center, what kind of traffic characteristics is
being observed by different service providers, and what are the techniques to ensure the
performance and efficiency. So, it was study of 2011, Yahoo data sets or data centers,
which are maintained at five different locations. So, the study reveals that in the picture,
five different locations are shown over here, which are nothing but, they are the data
centers, these data centers are connected to the internet through the border routers, these

are the border routers.

Now, as far as the inter-data center traffic is concerned that means, the traffic across the

data centers. It is shown that these particular traffic, which will basically are going to be



a major data traffic between or among these data centers in contrast to the traffic, which
is originated from the client to these data centers. If we compare, then this particular
traffic is quite substantial, hence we will focus on the inter-data center traffic
management, so that a better performance, and a lower cost can be achieved in this part

of discussion.
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Significant Inter-data center traffic

e Here two plots showing the number of flows between clients and the
data centers.

e On the right, between the data centers themselves. The three lines on
each plot are for three different data center locations. Notice that the
y-axis on these two plots are different. In terms of number of flows,
the traffic between data centers is 10% to 20% of the traffic from data
centers to clients.

e Flows between data centers could be very long lived and carry more
bytes than those between clients and data centers.
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So, therefore a significant inter-data center traffic is observed in that particular study of
the data sets of five different Yahoo data centers, that shows that the number of flows
between the client and the data center is plotted in the two figures. So, this figure number
1 shows the traffic or a flow from between the data center and the client. Second figure
shows the flow pattern of inter-data center traffic. Now, here you can see on the y axis
the number of flows, which are being pointed. Now, one thing we can observe here is
that the total number of flows that is the traffic between the data center is 10 to 20

percent of the data of the traffic from data center to the client.

So, here one more thing has to be observed that the flows between the data center could
be very long lived and lived and carry more bytes than the flow between the client and
data center, so that means the client and data center flows versus the flows, which
basically has between data center is having a different characteristics. And this is quite
substantial, this is only 20 percent of the total traffic, so 80 percent that is quite

substantial is the flow or inter-data center flows. Now, as far as the characteristics of



these flows, if we can see here the traffic or the flows, which are there in the data center
are very long lived and carry more bytes, that means, the traffic is a consistent between
this data center or inter-data center traffic compared to the traffic or a data flow between

the client and the data center.
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Why are these networks different ?

¢ Persistent dedicated,100s of Gbps connectivity between a

(small) set of end-points (C\wg(e h, \7,,4,,‘,5)
1 m‘f\‘\(w

Internet ‘\ \W

(end-host to app / end-host)

Private WAN?
data center

Design Flexibility

¢ Microsoft: “expensive resource, with amortized annual cost
of 100s of millions of dollars”  bandwnd+h*

e [Achieving High Utilization with Software-Driven WAN,
Hong et al.,, ACM SIGCOMM’13]
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So, now let us see that these particular flows, which are more substantial in case of inter-
data center traffic has to access the wide area network. And this particular wide area
network is nothing but 100s of Gbps connectivity between by small set of points,
meaning to say that in the Yahoo only 5 different data center sites are there, Google there

are 12 site, so hence or a set of end points basically will observe a huge basically traffic.

So, as far as we will see here, this particular WAN, which will provide the connectivity
to the inter-data center connectivity through the wide area network. Now, the question is
how much this of this part of WAN belongs to a private WAN, that means, the data
center how much the data centers can lay their own fiber or can own that part of this
WAN and rest, which is not own by them they can be a public, public versus the private,

so that becomes a question.

So, public is as good as, private is as good as, it is owned by that particular company, but
as far as the public is concerned the cost of usage is going to be paid and also, it is
inflexible. Inflexible in the sense, the protocols, and algorithm, and the techniques, which

are used in the public wide area network, that is in the internet is inflexible that means, it



cannot be much cannot be done. Whereas, if it is private then all the protocols, can be

can be redesigned policies can be implemented.

Therefore, Microsoft has said that the expensive resource, with amortized annual cost of
100s of millions of dollars is being is spend in the bandwidth. So, therefore we will see,
how to achieve the high utilization with software driven wide area networks, so that is

being published in ACM SIGCOMM conference in 2013.
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(i) MPLS: Traditional WAN approach

e The traditional approach to traffic engineering in such
networks is to use MPLS (Multiprotocol Label Switching)

¢ Network with several different sites spread over defined
area, connected to each other perhaps over long distance
fiber links.

WSS
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So, before we go into the details, let us see what are the approaches in this regard, that is
what are the approaches to utilize the wide area network in a traditional way; so,
traditional way of utilizing the wide area network efficiently was nothing but MPLS-
Multiprotocol Label Switching, which ensures or which provides a traditional approach
to do a traffic engineering in such networks using MPLS. Here, in this is key, this is the
network with several different sites is spread over the defined area, so this is a geo-
distributed data centers. So, they are connected over the long distance of fiber links

either through the wide area network.
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1. Link-state protocol (OSPF / IS-IS)

¢ Use link-state protocol (OSPF or IS-IS) to flood
information about the network's topology to all nodes.

e So atthe end of such a protocol, every node has a map of
the network.

o
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So, the information about this particular topology can be collected with the help of link-
state protocol that is OSPF-Open Shortest Path Flooding, and IS-IS to flood the
information about the network topology to all the nodes and when the protocol
terminates, so every node will have the map of the network, which is shown over here.
So, after the flooding of link-state, so at the end every node will have the complete

picture of the network within it.
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2. Flood available bandwidth information

e For traffic engineering, also spread, information about the
bandwidth usage on these different links in the network.

e Given that there's already traffic flowing in this network, some
links will have spare capacity and some won't.

e Both IS-IS and OSPF have extensions that allow the flooding of
available bandwidth information together with their protocol

messages.
_— 3
— , N ﬂ
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Now, let us see what are the use of this information. Now, for the traffic engineering
requires to spread the information about the bandwidth usage on this links in the
network, that means, how much is the bandwidth available required to be known at all
the points. So, given that there is already the traffic flowing in the network, some links
will have the spare capacity and some would not. So, both IS-IS and OSPF has
extensions to allow the flooding of available bandwidth information together with their
protocol messages. So, besides topology the information about the available bandwidth is

also spreaded and now known at each point.
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3. Fulfill tunnel provisioning requests

¢ Knowing the set of the network, when the router receives a new
flow set of requests, it'll set up a tunnel along the shortest path
on which enough capacity's available. It sends protocol messages
to routers on the path setting up this tunnel.

e Further, MPLS also supports the notion of priorities. Thereby if a
higher priority flow comes in with the request for a path, lower
priority flows might be displaced. These flows might then use
higher latency or higher cross paths through the network.
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Now, third is to fulfill the tunnel provisioning request. Now, here knowing the set of
networks, where the router receives the new flow requests, it will set up a tunnel along
the shortest path on which enough capacity that is the bandwidth is available for
supporting the data traffic. So, it sends the protocol messages to the router on the path
setting up this particular tunnel. Further, MPLS also supports the notion of priorities.
Therefore, if a even if the tunnel is established, and if a higher priority flow comes in
with the request for a path in the lower priority flows will be displaced. And this lower
priority flows and then use some other higher latency path to support the high priority
flows, so that is all the possible using MPLS that is to fulfill the tunnel provisioning

requests.
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4. Update network state, flood information

o After a flow is assigned a terminal, the routers also update
the network state.
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Now, the fourth point here in the traditional way that is in the MPLS way is to update the
network is steady, and also the flood information. Now, after the flow is assigned a

terminal, the routers also update the network a state.
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4. Update network state, flood information

e When a data packet comes into the ingress router, the router looks
at the packet's header and decides what label, that is what tunnel
this packet belongs to. Then it encapsulates this packet with that
tunnel's label and sends it along the tunnel.

e The egress router then decapsulates the packet, looks at the packet
header again and sends it to the destination. In this scheme, only
the ingress and egress routers read the packet header. Every other
router on the path just looks at the assigned label.
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So, when a packet comes into the ingress router for sample pack end is originated from
here, so this becomes an ingress router. The router looks at the packet headers and

decides what label, that is which tunnel this packets belongs to here, it will assign the



label. Label means, which tunnel in then encapsulates this packet with that tunnels label,

and send it along this particular tunnel.

Now, egress router then decapsulates the packet, and looks at the packet header again and
sends it to the destination. So that means only ingress router and egress routers are only
looking inside the packet headers and rest are all using only the labels that means, they
need not have to look into the routing tables and do not need much processing into the
packet. Hence, once terminals are established the routing becomes quite simple, and
therefore it is also safe and efficient also and also supports the virtual private network in
this particular scenario. And using this particular tunnel lot of traffic engineering is

possible in the traditional way.
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Simple forwarding along the path

« Making forwarding along the path very simple. This is the
reason the protocol is called Multi-Protocol Label Switching
(MPLS).

e Also, MPLS can run over several different protocols, as long
as the ingress and egress routers understand that protocol,
and can map onto labels, that's why the name is:
multi-protocol label switching.
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Now, this simple forwarding along the path that is making forwarding along the path is
now becomes very simple in Multi-protocol Label Switching. I have explained that only
ingress and egress routers only. They have to basically consult their routing tables and
rest of them are only in that tunnel, they have to only work on the labels. So, MPLS can
run over several different protocols, as long as ingress and egress routers understand that

protocol, and map on to the labels that is why the name is multi-protocol label switching.
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Problem 1: Inefficiency

e First problem is inefficiency in terms of usage of the expensive
bandwidth. Typically, these networks would be provisioned for the
peak traffic.

e As this image shows here, if you have the traffic over time, the
y-axis utilization, provision the network for peak traffic. Now, the
mean usage of the network might be very small. In this example, it's
2.17 times smaller than the peak.

ACM SIGCOMM, 2013
Achieving High Utilization with Software-Driven WAN

Chi-Yao Hong (UIUC) Srikanth Kandula Ratul Mahajan Ming Zhang
Vijay Gill Mohan Nanduri Roger Wattenhofer (ETH)
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Now, in the traditional approach, let us understand the inefficiencies with respect to the
cloud inter-data center networking. And then, we will see what are the latest approaches
are going to be solved. So, the first problem is about the inefficiency so, the inefficiency
in terms of usage of the expensive bandwidth. So, in the sense that whether the
bandwidth is utilized fully or it is not that much utilized, so that is called inefficiency. So,

typically these networks would be provisioned for the peak traffic.

As shown here, in the in the figure below, you can see here the network is provisioned
along this particular peak traffic. Now, you know that over a particular time, if you see
how much is the percentage, which will be generating this particular peak traffic, so most
of the time the traffic, which is generated is not peak. Therefore, this particular
bandwidth of most of the time is underutilized. All the bandwidth is provided using the
peak provisioning, but the peak traffic is not always consistent. It is coming in the form

of a bus, so most of the time the bandwidth is basically underutilized.

So, now that can be seen here using the mean usage of the network. So, if you see the
mean usage of the network, then we can see around the mean, the entire traffic is
basically around the mean that is the mean the peak to the mean utilization is only 2.17.

Hence, it is highly inefficient way of using the expensive resource that is the bandwidth.

(Refer Slide Time: 28:16)



Problem 1: Inefficiency

e Most of this traffic is actually background traffic, with some
latency sensitive traffic as well.

e So you can provision for the peak of the latency sensitive traffic,
and then fill the gaps with the backgrouMy
sensitive.

ACM SIGCOMM, 2013
Achieving High Utilization with Software-Driven WAN

Chi-Yao Hong (UIUC) Srikanth Kandula Ratul Mahajan Ming Zhang
Vijay Gill Mohan Nanduri Roger Wattenhofer (ETH)
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So, most of the traffic, now we will see into the more details that reveals that most of the
traffic is actually the background traffic, with some latency sensitive traffic as well in the
peak traffic. Even in the peak, if you see in the details, we will see that it is having two
types of traffic. One is the background traffic, the other is non-background traffic. So,
non-background traffic is basically the latency sensitive traffic, so, this is the latency
sensitive traffic is to be provisioned. And this particular bandwidth to support this latency
sensitive traffic cannot be compromised, and only that much of provisioning should be

ensured.

As far as, the background traffic is concerned, which is not latency sensitive and that can
be basically fill the gap with the background, where the latency is not sensitive. If we see
the traffic using these two classifications, then further there is a possibility of improving.
So, here on the right side, if you see that the peak before the adopting, and we can further
so that means, you can see here the peak is for the latency sensitive traffic. So, what we
can see here, this is the provisioning, which is being allowed, and rest are all can be is
filled by the background traffic, which is not latency sensitive. So, it can be spread, so
this way there is a possibility of achieving high utilization with the software driven wide

area network.
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Problem 1: Inefficiency

« So unless you differentiate traffic by service, you cannot do such
an optimization. This is not easy to do with the MPLS approach
because it does not have a global view of what services are
running in the network, what parts of the network they are using
and such.

e Also, a related point is that regardless of whether they are
multiple services or not, MPLS, the routers make local greedy
choices about scheduling flows. So traffic engineering is sub
optimal.

e For these reasons, such networks typically run around 30%
utilization to have enough headroom for these inefficiencies, and
this is expensive.
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So, unless you differentiate the traffic by the service, you cannot do much on the
optimization of the bandwidth. So, this is not easy to do in the MPLS approach, because
it does not have the global view of what services are running in the network, what part of
the network they are using and such. So, also a related point is that regardless of whether
they are multiple services or not, MPLS routers make greedy choices about the
scheduling of flows. So, the traffic engineering is suboptimal with these reasons, such
networks typically run around 30 percent utilization to have enough headroom for these

inefficiencies and this is also going to be very expensive, due to the inefficiency.
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Problem 2: Inflexible sharing

e Another big problem with the MPLS approach, is that it only
provides link level fairness. So at any link, the flows can share
capacity fairly. But, this does not mean network wide fairness.

e For example, we have the green flow sharing capacity across that
length with a red flow. The blue flow also shares capacity with the
red flow. But, the blue and green flows both get capacity half the red
flow, because the red flow uses multiple paths. So we have link level
fairness, but we do not have the network wide fairness.

global view of the network.
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Another problem is called inflexible sharing. For example, here in MPLS, you can see
the link level sharing for example the link level sharing means, as far as the flow, the
green flow is concerned is using these two kind of bandwidth sharing the common
bandwidth across these two devices, with the red one. So, 50 percent of the bandwidth
will be given to this one green one, and 50 percent of this bandwidth will be on this flow

to the red one.

As far as red is concerned, it is also using another path. And in this path 50 percent, it
will get as far as the bandwidth. As far as the blue is concerned, so as far as the red one is
concerned; red one will get 100 percent bandwidth using multipath; and the green flow
will get only 50 percent, due to the single path; and the blue also will get 50 percent, due
to the single path.

Now, with the link level; link level does not ensures the global view. Hence, it does not
cover the network wide fairness to ensure the network wide fairness. Here, it requires the
complete information or the complete picture of the global view. So, the network wide
fairness is hard to achieve unless, you have the global view of the network. Therefore,
the sharing is inflexible that means, at means that the link level sharing is not achieving

the network wide fairness, this is another problem.

(Refer Slide Time: 33:06)

Cutting-edge WAN Traffic Engineering (TE)

Google’s B4
ACM SIGCOMM, 2013

B4: Experience with a Globally-Deployed
Software Defined WAN

Sushant Jain, Alok Kumar, Subhasree Mandal, Joon Ong, Leon Poutievski, Arjun Singh,
Subbaiah Venkata, Jim Wanderer, Junlan Zhou, Min Zhu, Jonathan Zolla,
Urs Hélzle. Stephen Stuart and Amin Vahdat
Google, Inc.
b4-sigcomm@google.com

Microsoft’sSwan acm siccomm, 2013

Achieving High Utilization with Software-Driven WAN

Chi-Yao Hong (uluC) Srikanth Kandula Ratul Mahajan Ming Zhang
Vijay Gill Mohan Nanduri Roger Wattenhofer (ETH)

Microsoft
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So, now with this traditional approach of using MPLS has two main problems. One is the

inefficiency in the bandwidth utilization; the other is the global view of network wide



fairness is not ensured. Now, using this particular two problems, now let us see the
cutting-edge solution of using wide area network traffic engineering in the modern times
that it is the recent times. So, Google B4 has shown his way of solving these problems
using software defined wide area network. We will see how these problems, Google’s B4
is going to solve. We will also see the Microsoft swan, which will also showcase its
particular software defined wide area network for achieving high utilization of the

bandwidth.
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1. Leverage service diversity: some tolerate delay

o To get verythigh bandwidth utilization in the WAN/because of
natural fluctuations over time. So, to leverage diversity in the

services some services need a certain amount of bandwidth at
a certain moment of time and they're inflexible and some other
services can use to kind of fill in whatever room is left over.
a2

« For example, latencies instead of queries.
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So, let us see in the newer approaches, what are the main points for the design, which
they consider, and then how they are going to address in the implementation in their
cloud data center or how they are managing the wide area network for inter-data center

networking.

So, the first one is to leverage the service diversity, let us see what does this means to
leverage the service diversity. Now, here we can see that to get very high bandwidth
utilization wide area network. We have to basically see that there are some fluctuations,
which are happening over the time in different diversity of the services. For example,
some services requires a certain amount of bandwidth at a certain moment of time and
they are inflexible, whereas some other kind of services, who are not very rigid about the

requirement of the bandwidth over a particular time can fill in wherever the rooms are



available after being allocated to the services, which are very stringent requirement of

the bandwidth at a particular moment of time.

Take the example that in a Google search engine, if there is a query, this particular query
will now go to a data center, nearest data center. Now, that nearest data center; does not
have the information about that particular query. So, this data center in turn will flood to
the inter-data center network over other data centers. Now, this particular traffic, which is
now generated to know or to satisfy the query has to be done very efficiently or in a

within a particular time. So, this is latency sensitive operation over a wide area network.

So, this operation has to be immediately addressed, so that this particular response can be
basically given. So, they are called latency sensitive queries, so which basically are need
to be addressed they are inflexible. So, the bandwidth has to be allocated, whereas maybe
some other kind of traffic may not be that latency sensitive. So, therefore there is a
service diversity across different services, so that is to be leveraged for the bandwidth

utilization in the wide area network. So, this is the first way.

Now, the second is called the tolerance that is the delay. So, once that means, different
services will ensure how much tolerance is basically can be basically allowed for a
particular application. And based on that different services can be classified, and the

bandwidth can be put on the utilization according to the criteria.

(Refer Slide Time: 38:28)

2. Centralized TE using SDN, OpenFlow

e Software define networking approach gather information
about the state of the network.

e Make a centralize decision about the flow of traffic and then
push those decisions down to lower levels to actually
implement them.

e But bringing all that information together in one place is a
relatively complex decision.
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Now, second one is called centralized traffic engineering using software defined
networks. Now, here the software defined networking approach will gather the
information about the state of the network. So, there will be a centralized decision about
the flow of traffic, and then push these decisions down to the lower level actually,
implement them done. But, bringing all this information in one place is a complex

decision, why because in its distributed system.

(Refer Slide Time: 39:03)

3. Exact linear programming is too slow

e Traditionally, with a optimization technique like linear
programming, which is a way to take a set of constraints on
required amounts of data flow over parts of a network and
come up with an optimal solution. But to apply it to the
situation where we need to make relatively quick decisions.

e Part of the complexity comes from the multitude of services,
the different priorities. If we have just one service, we could
runitin flow algorithm, and that would be much faster.

e So it require something faster if it's not guaranteed to he
exactly optimal.
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Now, third one is called exact linear programming will be here, what is slow for
example, if the information is collected and optimization with all the constraint is applied
through the linear programming, it requires time for the optimization problem to be
solved. So, here the situation is that it has to make a quick decisions. So, the part of the
complexity comes from the multitude of the services, with different priorities. So, if we
have just one service, we could run it in a simpler method. But, the scenario is quite
complex, it requires a different kind of different schemes, that means a complicated
optimization techniques are required. However, it is required something faster, if it is not

guaranteed to be exactly optimal to ensure to make the quick decision.



(Refer Slide Time: 40:05)

4. Dynamic reallocation of bandwidth

e The demands on the network change over time. So to make
continual decisions about what traffic is highest priority to
move across which links at a given moment is a challenge with
linear programming to make quick decisions.

e So these are online algorithms. But they're not online in the
same way as things inside the data center might be.

« For example, Google runs its traffic engineering 500 or so times
a day. So, it's not as fine grained as things we might need
inside a data center. Traffic between these facilities is relatively
stable it seems.
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Now, the fourth one is called dynamic reallocation the bandwidth. The demands from the
network changed over the time. So, to make the continual decisions about the traffic is
the highest priority to move across, which link at a given moment is a challenge with the
linear programming to make this particular decisions. These are online algorithms. But,
with the data center they are not online they are not online in terms of fine grain. But,
they are doing this traffic engineering 500 times in a particular day, and it is not the fine

grained as the things inside the data center.

(Refer Slide Time: 40:47)

5. Edge rate limiting

e The commonality in the architecture is to implement an
enforcement of the flow rates.

e So when the traffic enters the network and will do that at the
edge, rather than at every hop along the path.
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Now, fifth one is called edge rate limiting. The commonality in the architecture is to
implement an enforcement of flow rates. So, when the traffic enters the network and will
do that at the edge only, rather than at every half along the network; as, we have seen an
MPLS that ingress and egress there are two routers, which has to deal with all the flow or

a traffic engineering.

(Refer Slide Time: 41:16)

(ii) B4: Google’s WAN (2011)

* Google’s B4 was the first highly visible SDN success. It is a private
WAN connecting Google’s data centers across the planet. It has 12
locations spread across three different continents.

* |thas a number of unique characteristics: i) massive bap)siwidth
requirements deployed to a modest number of sitesTii) elastic
traffic demand that seeks to maximize average bandwidth, and
iii) full control over the edge servers and network, which enables
rate limiting and demand measurement at the edge

A Warehouse-Scale-Computer
(WSC) Network Go gle

J g =
e = 3 .

Google’s B4 worldwide deployment (2011)
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Now, let us see how these aspects are covered in Google’s wide area network that is B4,
as far as 2011 figure is concerned. So, Google’s B4 was first highly visible software
defined networking, which is applied to the wide area networks. So, it is a private wide
area network connecting Google’s data center across the planet, which is spread over
twelve locations and in three different continents. It has number of unique characteristics
first is the massive bandwidth requirements deployed to the modest number of sites, so
that means, here how many sides are there the 12 different sites. So, lot of traffic here is

seen across 12 different sites.

Now elastic traffic demand that seeks to maximize the average bandwidth and full
control over the edge servers and the network; which enables the rate limiting and
demand measurements at the edge; so, here you can see in the picture, there are 12
different locations, and they are connected with the high bandwidth links. There are few

edges, which will basically see lot of traffic movement across inter-data center networks.



And this is all owned by the Google, so let us see how they have exploited this use of

optimizing the wide area network.

(Refer Slide Time: 43:05)

What happens at one site, one data center
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Now, let us see what happens at inside, one data center. And that will be basically

without laws of generality at all other data centers will manage.

(Refer Slide Time: 43:19)

Google’s B4: view at one site

e Inside one site, it has the data center network, of cluster &
border routers.

e In the traditional setting, these are connected using eBGP to
run routers, which would then also interface using iBGP or IS-IS
to the other data center sites.

Mixed SDN Deployment Goaogle

Data Center

Cluster
Network

Border (=
Router EBGP

IBGP/ISIS to
remote sites

WAN Routers
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So, inside one data center nothing but a cluster and the border routers or a cluster border
routers. So, this is a cluster border router in one data center, which is connected to the

wide area network using EBGP. So, cluster border router using EGP is connected to the



wide area network routers, and which intern using IBGP and IS-IS, it is connected to the
remote sites. So, in the traditional settings these are connected using EBGP to run the

routers, which would then interface with IBGP or IS-IS for other data centers.

(Refer Slide Time: 44:09)

Google’s B4: view at one site

e For finer control over routing, this will be moved to a software router,
i.e. Quagga software switch thatruniton a server.

» The interface with open flow to set up routing rules on those routers. So,
Quagga will run the routing protocols between the cluster border routers,
and also the other sites and then, OpenFlow uses the routing information
from Quagga and sets up forwarding rules in the WAN routers.

¢ Now we have software control and the traffic engineering (TE) server,
which manages what rules exactly are installed.

Mixed SDN Deployment WAN Routers <o gle
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So, for final control over the routing, this will be move to the software router, meaning to
say that this particular WAN router will be now the software controlled router. So, the
software is basically pulled at one place and that is called a traffic engineering server,
which will contains the entire logic. And so this particular software is are the Quagga

software switch that runs on this particular server.

So, the interface with the open flow to setup the routing rules on these routers. So, this is
an open flow routing which will; so the Quagga will run the routing protocols between
the cluster border routers and also other sites. And open flow uses the routing
information from Quagga and sets of the forwarding rule in the wide area network
routers. Now, we have a software control and the traffic engineering server, which

manages what exactly are installed over here.



(Refer Slide Time: 45:41)

Google’s B4: Traffic Engineering

e The TE server Collects the topology information, the available
bandwidth inf i and has the last information about flow
demands between different sites.

e The TE server pushes out the flow allocations to the different data
centers. At the data centers the multiple controllers then enforce those
Lenters
flow allocations on the centers.

TE server
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So, let us see the details of the traffic engineering. So, traffic engineering server collects
the topology information, available the available bandwidth and the last information
about the flow demands between different sites. So, there are three different kind of
information, which traffic engineering will collect from all different locations, they are
the topology informations and available bandwidth information that was already done in
MPLS. But, besides that the last information about the flow demands between different

sites that also is collected.

So, the traffic engineering server pushes out the flow allocation to different data centers,
that means, after collecting it will compute the flow allocation, these flow elevations will
be pushed back to the different data centers. So, at the data centers these multiple

controller then force these flow allocation to the centers.



(Refer Slide Time: 46:49)

Google’s B4: Design Choices

e BGP routing as “big red switch”:

e Theyalso keep available the BGP forwarding state because each of
their switches allows them to have multiple forwarding tables at the
same time they can afford to have BGP forwarding tables.

e Also, in addition to the traffic engineering, if the traffic engineering
scheme does not work. They can discard those routing tables and
use the BGP forwarding state instead. So the BGP routing tables
serve as a big red switch.

16 x10G
merchant

128 x10G
Figure: A custom-built switch and its topology
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Now, if we see that the entire process of doing, this is nothing but it looks like a big
switch, which does this kind of BGP routing across all the data centers, that is the wide

area network implementation using software; software for wide area network.

(Refer Slide Time: 47:08)

Google’s B4: Design Choices

¢ Hardware: custom, cheap, simple:

e In 2011, there were not many software defined networking
switches on the market. So Google built their own using cheap
commodity equipment.

128 x10G

Figure: A custom-built switch and its topology
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Now, here we can see that doing this will not required to have to do this will require a

cheap commodity equipments.



(Refer Slide Time: 47:24)

Google’s B4: Design Choices

e Software smart with safeguard:

e Most of these smarts then reside in the software.

e Switchesare simple in the software, which is the open flow control
logic at each site replicated for fault tolerant using paxos.

e Further, for scalability of this system they use a hierarchy of
controllers. The software solution achieves nearly 100% utilization
and solves the trafficking problem in 0.3 seconds.
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Because, most of the things are done in the software that means, software all the controls
are done through the software. So, the switches are or simple, which are nothing but and
open flow logic at each site replicated for fault tolerant using paxos. Further, the
scalability of the system is ensured by hierarchy of controllers and the software solution
achieves 100 percent utilization and solves the traffic problem traffic engineering

problem in 0.3 seconds.

(Refer Slide Time: 47:58)

Google’s B4: Design Choices

e Hierarchy of controllers:

o Atthe top level we have the global controller, which is talking to an
SDN gateway. The gateway can be thought of as a super controller
that talks to the controller's at all these different data center sites.

e Each site might itself have multiple controllers, because of the scale
of these networks. This hierarchy of controllers simplifies things

from the global perspective. s : W}t/ {
S G

Clusters Clusters

Figure: B4 architecture overview
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Let us see the hierarchy of controller means that at the top level, we have the global
controllers. So, all these are the global controllers for different sites, which is talking to
an SDN gateway. So, they are talking to the SDN gateway. So, the gateway can be
thought of a super controller that talks to the controllers at all different sites of the data
center so, this forms and hierarchy of controllers. Now, each site might itself have
multiple control, because of the scale of the network. This hierarchy controller simplifies

the things from global perspective.

(Refer Slide Time: 48:54)

Google’s B4: Design Choices

e Aggregation: flow groups, link groups:

e Earlier, traffic engineering at this global scale is not at the level of
mutual flows but of flow groups. That also helps scaling. Further,
each pair of sites is not connected by just one link.

e These are massive capacity links that are formed from a trunk of
several parallel high capacity links.

e Allof these are aggregated and exposed to the traffic engineering
layer as one logical link. It is up to the individual site to the
partition traffic, multiplex and demultiplex traffic across the set of
links.
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Now, then this particular hierarchy of controller will do the flow groups will form the
flow groups and also will ensure the link groups. So, the traffic engineering will be
confined or will focusing on the flow groups not at a particular flow. So, the traffic
engineering will be done at this globally scale and it is not at the level of mutual flows,
but of the flow groups. So, these massive capacity link that are formed from the trunks of

several high capacity links are now going to be utilized using this particular flow groups.



(Refer Slide Time: 49:46)

(iii) Microsoft’s Swan

e Microsoft has publicly disclosed the design for optimizing wide area
traffic flow in their WAN.

¢ Interesting feature in this design is the way to make changes to the
traffic flow without causing congestion.

ACM SIGCOMM, 2013

Network agent  Switch
Datacenter /

o~ Datacenter
Achieving High Utilization with Software-Driven WAN e
/ van ) WAN
Chi-Yao Hong (uiuC) Srikanth Kandula Ratul Mahajan Ming Zhang s

Vijay Gill Mohan Nanduri Roger Wattenhofer (ETH)

Microsoft

Service broker

i
Service host ™ SWAN controller

Architecture of Microsoft’s Swan
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Now, here we will see another approach, which is called Swan approach in the
Microsoft. How, they are going to utilize the bandwidth using software defined wide area
network. Here is important feature is that to make the changes to the traffic flow without

causing the condition.

(Refer Slide Time: 50:07)

Microsoft’s Swan

e The network on the left have two flows, the blue one and the green one
that are each using in this simple example 100% of the bandwidth of the
links that they flow across.

e To move from the left scenario to the right scenario. If we do using any
naive way, because we can't control exactly when every packet will flow
across every link. There's going to be some period of time where, due to

timing uncertainty, we have both of the flows sharing to some extent one
of the links.

Ry
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So, let us see the broad idea over here is that there are two different flows F A and F B,
which are shown with the green color. They might be sharing some of the common

elements of the routing network. Now, instead of that we do not know at what time they



will be sharing the bandwidth. So, instead of that if these flows are routed through two
different disjoint paths, then they may be independent, and can share the bandwidth as

much as they can without.

(Refer Slide Time: 50:53)

Microsoft’s Swan

« Can think of different ways to do this but we always going to run into
some link that may get used by both lows at the same time. So, take a
look at this design for SWAN there's an approach to making those
updates with a certain amount of spare capacity so that congestion can be
avoided.

e This approach that takes the optimization one step further so that
providing a pretty strong guarantee on lack of congestion even while
the network data flow of changing.
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So, doing this kind of global flow control, it is also possible to reduce without means

without congestion, it is going to solve the bandwidth utilization issue.

(Refer Slide Time: 51:13)

Conclusion

¢ In this lecture, we have discussed the geo-distributed cloud
data centers, interaction of data centers with users and
other data centers.

¢ Also discuss various data center interconnection techniques
such as (i) MPLS (ii) Google’s B4 and (iii) Microsoft’s Swan
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Conclusion, in this lecture, we have discussed geo-distributed cloud data center; that is

the interaction of data center to realizing to ensure the services of the applications to the



users. We have also covered the data center interconnection such as the traditional
approaches used that is called MPLS and also the newer approaches, which is in the form

of Google’s B4 and Microsoft’s Swan.

Thank you.



