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What isthe various phases of the compiler are? When we look at frontend phases, and we
looked at like semantic analyzer and semantic analyzer and what are we doing by end of this
process was, capturing the meaning of the program and we were able to get a unique meaning
of the programwhich everyone is going to interpret in same manner.And then we looked at

Intermediate Code
Generation

« Abstraction at the source |level
iden‘rifiers,ﬂpemmrs, expressions, statements,
conditionals, iteration, functions (user defined,
system defined or |ibraries)

Abstraction at the target level

memory locations, registers, stack, opcodes,
addressing modes, system IiErurles, interface to
the operafing systems

Code generation is mapping fram source |evel
abstractions to target machine abstractions

certain optimizations and once we get optimization we probably moving to different things
from the program without running about what the underline generation was, then we started
looking at the completions of the abstract syntax tree which was disambiguated already by the
semantic analyzer phase, it was something which is closer to machine and we looked at
abstractions which are available to us at the source level. What’s this abstraction at the target
level?Then we were looking at how to convert now these abstractions into the machine
abstractions, right.

And you said that process is going to be that all the identifiers, able to meet into certain
locations and then all the variable accesses depending upon where these identifiers were, you
were going to find out exact locations from where we could pick up all thisinformation



Intermediate Code
Generation ...

+ Map identifiers to locations (memory/storage
allocation)

- Explicate variable accesses (change identifier
reterence to relocatable/absolute address

+ Map source operators to opcodes or a sequence of
opcodes

basically all the addressingmode information will come here, and thenwe want to map all the
source operatorsto the target operators and if there is noequivalent target operator then we
wantto write some kind of matter for that, and then we want to convert all the conditionals and
iterations into a sequence of testing jobs, okay.

And after that we started looking at the parameter parsing protocols and this is where, please
sound especially is required, so what we want to do with parameter parsingis that we want to
find out where are we going to put all the arguments and we want to find out where we are
going to pick up the return value from, okay. So typically what is going to happen is that if [
saycall some functions P, make a list of actual arguments, what is going to happen that some of
them hit my machine, I’ll have to say, what is the place where the arguments are going to be,
and I also want to find out the place where I am going to put the return value, okay. Now I
cannot put all this information at some argument place, I need to put it at some fix place and
therefore we must have certain protocol which will say that there is a parameter passing, how |
am going to look at passing, where I am going to put all these

Intermediate Code
Generation ..

* Layout parameter passing protocols:
locations for parameters, return
values, layout of activations frame
etc.

» Interface calls to library, runtime
system, operating systems

information, what is going to be the layout of this procedure, where I am going to put activation
frame and so on, okay.

so I must layout the complete activation frame of the functions, and when we do runtime
system and we talk about code generation and talk about the code generation for procedures and
functions that time the layout of activation frame will become clarity, okay, and then you also



must have some kind of interface to all the libraries which may have, so you may have
mathematical libraries, you may have statistical libraries and so on, you may have call to
runtime system, operating system and so on, so we must know how to make the system, so
compiler will have to find out appropriate that input, right, everyone is instinct at this, okay.
So once we do this, okay, then like we had this file of structure to begin with, we said we are
going to have frontend phases, after frontend phases we had certain optimization then we
started talking about code generation phases, okay, we can also do a little bitof optimization
after code generation, in some optimization we were trying to do was, we were trying to remove
all kind ofredundancy which are present in theprogram, but some redundancies do come
because of the code generation phase, when I’'m trying to do code generation certainmore
redundancies will pitting and I wouldlike to remove them and what kind ofredundancymaybe,
so I may generate information by saying multiply something by1 or multiply by 0,

okay and typically this kind of informationwill get generated when I'm trying to do code
generation for either code is orfor structures and records, okay, and thatpoint of time if some
such informationgets generated, we would like to just remove themby doing a post code
generationoptimization.

And we’ll also try to usecommutative properties of operators we have, so for example if I have
anexpression like this, what’s this? An expression like this, when [ say X =X + Y or X = Y+X,
okay. Now you will see I try touse any C compiler and generate code for thisby switching off
all the optimizationsand you will find that the two code sequences are going to be different,
andwhat could be reason for that? By these code sequences may be different, sonormally my
compiler is going to send input from left to right, okay and then itwill be able to figure out that
thefirst argument is same as the left-handside and therefore once I evaluate the second argument
or the remaining argumentsl'll just pick up that value and add itto location where X was already
stored, okay but when I am sending this it will first encounter Y, then it’ll encounter X, then
now X may be somewhere in the middle, anywhere, okay, so I put even of this form, and
therefore it’ll start loading this, start loading this, will add the two so on, okay, so normally
what we are trying to do is this is the best possible way and in fact C already uses a very
concise notation for this and they haveintroduced an operator line, right. So the wholeidea of
writing a sequence like this isthat I can generate better code.

So now I am going to actually what I am doing here is I amusing certain properties of algebra
here,saying that X + Y is sameas Y + X, in most cases unless [ am going, I proceeding the
medical analysis,okayso this is really that's why I put thisquestion mark,if sometimes when
youare trying to hide a perceive a numericalanalysis then if you try to use theprotective
properties it’s possible thatyou'll end up getting different resultsand such optimization, and all
this, okay. And then I’ll startactually using construction selection soonce I have done the
intermediate code generations thenI’ll look at the complete text of the machine and we will try



to find out how do I use the syntaxof the machine or finding out addressingmode, opcode, and
the peephole optimization and so on, okay. And once that is done, okay, what will happen, so
this is where we were atthe end of the frontend, okay, so I havethe same example running
through, this isthe disambiguated aspects syntax tree,wehad at the end of the frontend and
nowwhat happens is when I try to dointermediate code generation, it generates acode like this
which is not with

respectto any machine which is not byparticular machine, but it’s close to manymachines, so I
may have something likethis which may say that this variable P is actually stored at an offset of
8 with respect to certain frame pointer, and this is constant 0 and when I add 8 with the value in
the frame pointer, what does it give me? It gives me address offwhere we stored, but I need the
value of P, so I do a P reference here, I do a memory P reference and that gives me the value,
okay, I add the two and similarly on the right hand side when I look at A is different offset of 4
from some frame pointer, B is code again at the frame pointer with the offset of §, I add the
addresses B reference and then add that, okay. So this is assignment, okay so this is where move
takes place, so I’m just taking to slightly moving in to this address and then I’m using an X
statement here which is equivalent to conditional jump and so on, okay.

So there is a kind of intermediate PI we get, and when I do an optimization, now optimizer they
say that I am going toput all these values in a register andnot into memory location, hence so |
may have registers like saying that thiswill occur in, B will be in register CX, and A will be in
the register DX, okay, and therefore someoptimization happens here, I don't have to do all of
these, memory dereferencing. And thenfinally I may end up generating code like this, and this is
compares CX with 0, and move on 0 CX to DX, if it is 0, then just move it, okay. So starting
fromwhatever I started with from expression, I may finally generate code like this after going
through many transformations from the book.

Nowyou can see that all I have done is thatl have change the representation from whatever
Istarted with, but I am actually employingthe same measure and I'm not changing anything,
okay, sohow does my compiler look now? This is where we left our compiler with thefrontend
and we left this part of theblock empty and if [ now try to fill itin we’ll have an optimizer which
is anoptional phase and then we’ll have twophases of code generation, one isintermediate



language code generation andthen we have code generation and thisalso is a historically or
traditionally

known as the backend trees which is specificto the machine, so this is where themachine
specific information startscoming into the compiler and this reallycompletes your overall
structure of thecompiler.

Compiler structure
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Questionscomments, anything?Sol can avoid, we have no clue of what happens really here or
how lexical analyzer works, how syntax analyzerworks and so on, okay, but we’ve some idea
ofthat if I take a representation here andl apply these phases then what would be the
representations here and what would be my final representation? Okay, at least that part is sort
of clear to everyone.

So let's move on, okay and now what happened now is that there is



Information required about the program variables
during compilation

- Class of variable: keyword, identifier etc.

- Type of variable: integer, float, array, function etc.
Amount of storage required
- Address in the memory
- Scope infarmation

some informationwhich is lacking here, okay, so for example when I look that something like
this, okay so let’s just take a piece of code, so if [ say A= B+C, okay, this is probably which
I’m trying to get it code, when I start converting thisinto a lexical analyzer, okay what will be
thesequence of constitution generated bythe lexical analyzer, which will effect to the syntax
analyzer? This is the input, right? So what is the sequence, so if this is my input, this is the
sequence of input I have, which I have send to my compiler, what will be the outcome of lexical
analyzer?So what is it,then I’ll see here what will be my token here? Doesn’t matter, what is the
types are, right, do I need to know types and find out what my tokens are? I don’t need to know
the types. We need to define, that will be declared offset, somewhere of to the token, right. So
I’m only looking at this part of the program and say tokenize this, what will I get this total? One
by one, somebody can raise the hand and then I can, so 50 of you start speaking I won’t be able
to figure out, yeah.

Whereas A operator equal B operator plus C, is that what it will be? Add some white spaces, but
white spaces do not want anything to the mean, right, so I can ignore white spaces, I don’t have
to worry about the white spaces, okay, really this is not what happens. Now what happens is, |
didn’t say that either now identifies,now as far as structure is concerned, as far as
syntaxanalyzer is concerned to check structurewhether this is a valid expression ornot, whether
this is a valid assignment or not, it need not know anything aboutwhat the variables are,right, all
it needs to know is whether this is an identifier or not, so what I don’t like to pass on, I'dsay
identifier assign, identifier some plus of operator which is addition operator and again an
identifier, okay.

Now as far as my syntaxanalyzer is concerned this informationis sufficient to do structural
analysis, okay. When it comes to type checking at thatpoint of time it will need to know whatis
the type which is associated withthis identifier, what is the type whichis associated with this,
what is the typewith this, and what this exact operators, this is what my semantic analyzer
mean, when I come to code generation when I saynow assign certain memory locations tothis
that time it will say oh thisparticular variable is put into certainmemory location so I will say
that this one in an offset of A, this one is offset of, so let’s say this was 4, thiswas 8, and this
was 12, okay. So this set lot of information, if I look at this identifier, there’s lot of information
which is associated with this identifier, one information is really the string, which is this thing,
okay, which I need to know that the string associated this identifier differentthan this, okay. I
also need to know the type, I also need to know the offset andmaybe some other information
like thetype I will also get by defaultinformation saying how many bytes it isgoing to take when
I store it in memory, right. Now where do I store all thisinformation?If this is the sequence
oftokens I am passing, I can’t effort to lose thisinformation I leave it at time of code generation,
where do I store thisinformation? I need to store it somewhere, okay, and for that what we have
is thatinformation which is required about theprogram variables during compilation so I may
have various kind of informationwith rather



this is the keyword, thisis the identifier,what is the class, what is the type, and all the storage
requires, address in the memory andso on this I need to store somewhere andlocation for this
information is either it can be right here so Ican define this as a structure and I saythat all this
information write it, but thenyou can see I get into obvious problemsand what are obvious
problems?Thatsuppose I change this to A what willhappen, this information we get duplicated,
if I change anything I needto go and find out all these placeswhere this information was and
change that, okay, or I can say that I have somethingcalled a simple table and I can say allthe
information corresponding to A is here and then all these are pointing to A here, okay.

so if [ nowcreate another data structure we haveinformation about all these are going tobe
stored this is where we store it and this is the datacall simple table at this point oftime, we will
not worry about whatactual data structure I employ, you canjust assume this is an idea of
records to begin with, okay, where each record is goingto have information about each of
thesymbols are have mapped over, okay, so how do you my compiler look now. That alongwith
these phases of compiler, I musthave a simple table, where are the simple table caninteract with
all the phases, okay.So what each phase will do, lexical analyzer willnot have type information,
for example it will just say, what is the lexi which is associated with the variable, so onlything
that’s lexical analyzer will know is thisidentifier has a lexiassociated withthis which is a 8,
right.

When it comes totype checker, type checker will figureout what is the type of it and will putthis
information when it comes to codegeneration of memory location, memory locator will say if
type of this isfloating-point I need to allocate it bytes for this, and memory allocator
willimmediately say that since I have possess let me assign certain address for this and it will
give me the phase address, when it comes to code generation, code generator will again figure
out where I need to put this information and I may need to associate certain registers with this,
okay, so all thatinformation will keep going in the simple table and therefore you see abi-
directional arrows here that allthese phases will be able to write intothe simple table and will be
able toread from the simple table.

So this is additional information I need, in addition to the flow of data in mycompiler, yes,why?
Oh so if I start reading thisfrom left to right if I encounter A first, and lexical analyzer figures
outthat this is an identifier, okay, now where do I store string 8, thisS8has to be stored



somewhere, where do I store it?In the simple table, so if I cannot write into simple table
howwill I store it? Okay, similarlywhen I come tothis phase which is semantic analyzer phase
and this figure out that type of A is B here, where do I store thisinformation? I need to write it
in simple table, okay, similarly when it comes to memory locator, memory locator says that I'm
going to assignthis variable at off rate of 16from some frame pointer, where do I storethis
information 16?1 need to go back to my simple table, okay, so I need to be able to write, |
should be able to read from the simple table, okay. So not all the information will be written by
all the phases,each phase is going to write someinformation which is relevant to thatparticular
phase.

Is your question answered? Okay, so here is a model of compilation here, okay and interestingly
as I pointed out whenwe were talking about history ofcompilers, that this was the model
whichwas used exactly as in 1957 compiler which was first Fortran compiler, okay, that
structure has notchanged, last 55 years, okay. Now what are my advantages? There must be
certain advantages otherwise you would have change all the structure by now, right, so what are
the advantages of thisstructure and what are the disadvantagesof this structure?Code of
compiler or codecomplete compiler, so code will be modular, good, okay, so basicallywhat
advantage we clearly see here is that each phase is doing something which is the logical activity
which iscomplete in itself, okay, so like lexicalanalyzer is just tokenizing the input, right, my
syntax analyzer is just taking structure,my type checker is just checking the types and nothing
else, okay. So you can seethat you have high modular 4 where each phase is doing something
which is a coherent logical activity, that's really the good part of this.

Whatare the other advantages you can think of? Other than that, yeah I mean modular wehave
already listed, so other advantages, different machines ordifferent languages, if you elaborate on
that? So if [ have onelanguage and I have multiple machinesthen the same frontend can be used
verygood, and we should be able to apply to thebackend if [ have many languages and one
machine that I should be able touse the same backend, right. Signs like verynice property that
we have been able toemploy, so these are the advantages alsothis is known as analysis synthesis
modular compilation where frontend phases are known really the analysis phase, what frontend
is doing is basicallytaking an input analyzing it to find outwhether this is a valid input
withrespect to the language definition ornot, and what is my backend will?It’ssynthesizing the
program, which is amachine program for some correcting, okay andeach phase has a well-
defined work and eachphase also handles a logical activity inthe process of compilation, okay.
Now you can see that I can just takethis phase do something with it and inthe process of
debugging if I find thatcertain information is not correct, then very precisely I know where to
go backend start looking for possible bugs, I don'thave to really look at the wholecompiler, 1
just need to focus on part of it, okay, continuing on this okay and this isreally what some of you
already pointedout that I can use part of the front \end, part of the backend and the whole
compiler becomes retargeted, so suppose I'm trying to write a Ccompiler for a new machine I
don't have to rewrite the frontend I will pickup frontend as it is and change that, and my
compiler gets retargeted to a new machine, okay.

Similarly if I havecompiler for a machine and I say a newlanguage has been designed then I
justneed to write the content for this andthen I can work with the backend whichis already
available, so source andmachine independent code optimization is also possible because if you
seeoptimization what I had okay that wasindependent of both source specificationand the target
machine that was workingon certain intermediate representation. And therefore another
advantage is thatl don't have to plug in an optimizer tobegin with, I can have a full compiler



aworking compiler and then at some pointof time I can say here is now anoptimizer which I am
going to plug inand suddenly your code quality improves, same compiler willcontinue to do
work, that'sanother advantage, right, so highly modularstructure and optimization phase can be
inserted after the both frontend and backend have bec_an_?dc_avelop_r‘:ed and this isactually a clean
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model and this is how peopledo it in industry that you first havea functional compiler which
will assure a functional correctness and then go for an optimizerwhich you are going to plug in
at somelater point of time, okay.

Now what are the variousissues, which you need to bealerted about when we start design the
compiler, so what are the various issues we need to face here, structure will fail this stage
forward so far, okay, but as we start going deeper into it then you will start noticing the kind of
problems weface, now when I take each phase specifically with discuss the problems here of
each phase, so I talked about what are thepitfalls you may notice in the lexical analyzer, and
what all the problems you maynotice in the syntax analyzer and so on, okay but we need to
worryabout for example suppose your input isincorrect, okay, how do you handle incorrect in
it? Now when I say input is incorrect what does that mean, it’s not that you have a buggy
program, the program could be buggy,couldhave logical errors but what I'm worriedabout is
that with respect to thelanguage specifications where they look input is correct or not, because
compiler has no way of figuring out, whether they are logicalerrors or not, right. So now you
have to worryabout incorrect programs you need to dowhat we know as error reporting an error
recovery, okay.

Now as your languages become more and more complex and as yourarchitectures become more
and morecomplex your compiler it's going to havean effect on the compiler I’ll not saywhether
it becomes simpler or morecomplex, so for example if I want towritecompiler for programming
language C, what does a compiler for a programminglanguage like C++,the two are going to be
very different, the reason is that ifl am trying to design a C++ content then I have to do so many
things in my syntaxanalyzer and type checker, okay, that could be virtually held, okay, and then
theirlanguages which are even worse than thatso if you try to go and Google forlanguage called
Chill or language called ADA then suddenly you will find thatthey're much worse,okay much
worse in thesense let me not to use, what somethingthat sounds very negative, okay, they're
morecomplicated.



And obviously some of you right ADA to handle these as your input into projects, okay, some
of you will be, not all of you will get to write the C compiler, some of you who are brave hearts,
they’ll pick up languages like ADA and Chill right compilers. So design of programming
languages and architectures are going to have a good impact on complex of your compilers, and
then this immediately brings us to thisissue of retargeting compile, okay, so typically what may
happen is or whatis decided, is that whenever there is amachine and whenever there is
aprogramming languagel must have compiler for programminglanguage for that machine, okay.
And if you say that there may be 10 to 15 populararchitectures and maybe 20 popularlanguages
then I need about 200 compilers, okay, somebody will have to sit and code them, okay.

Now this is what is also knownas classical N cross M versus M + N problem, okay, so what we
are trying to dois, yesl have to find out whether there is a situation so some ofyou really talked
about saying

Issues in Compiler Design

+ Compilation appears to be very simple, but there are
many pitfalls

+ How are erroneous programs handled?

Design of prugr‘ummm% languages and architectures
have a big impact on the complexity of the compiler

+ M*N vs. M+N problem

Compilers are required for all the lanquoges and all the
machines

- For M languages and N machines we need to develep M*M
compilers

- However, there is lot of repetition of work because of
similar activities in the front ends and back ends

- Can we design only M front ends and N back ends, and some
how link them to get all M*N compilers?
a

frontend and backend, okay, now if I use that situation what isthe most critical part, so here if I
say | havethese frontends, okay, and I have these effect frontends and I have backends whichare
let’s say going from B1 to BN, okay so I have these front ends and I have backends, now to
connect to them I needsomething okay and what is that something I need?I just
cannotarbitrarily say that pick up this frontend and pick up this backend and give me a
compiler, right there is an intermediate language there, okay so what you're talkingabout is
some intermediate languageand this can also be called as a switch box, okay, when you say that
all frontends will be able to generate same intermediate language and all backends will be
ableto was with the same intermediate language of input, right.

So what I need now arejust N frontend and M backends right, so instead of having N cross M
compilers I can just write, N frontends, and M backends, so M+N and then life is simple, but
life is simple so long as I can designs or universal intermediate representation, right, so because
there's always atrade-off, right, trade-off here is that Ishould be able to design this switchbox
now, or isthat straightforward, now suppose youhave imperative language then you have logical
languages here, logicprogramming languages you havefunctional languages all kind of
acomplex languages may be there and you are saying that I should be able totranslate
everything into a singleintermediate representation, so is thatreasonable?ls that realistic? No



then all this structure goes for atoss, right, so what we're talking about I can employa frontend
and the backend and so on, okay that will not work, so what do I do? Okay, so typically this is
all my N cross and compilers look and this is how my universal intermediate representationwith
all these frontends and backendswill look, okay, and reallydo it for this is that I

M*N vs M+N Praoblem
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must have a universal intermediate language, so whatproperty is this universal
intermediaterepresentation was at, that it shouldwork for all languages and all possible
machines and they doesn’t seem to be muchcommonality between this large set oflanguages
and large set of machines, sointerestingly this product departed way backbecause people realize
this problem wayback when the first compiler waswritten in 1958 itself peoplestarted talking
about it, okay

Universal Intermediate
Language

+ Universal Computer/Compiler Oriented
Language (UNCOL)

- a vast demand for different compilers, as
potentially one would reguire separate
compilers for each combination of source
language and target architecture. To
counteract the anticipated combinatorial
explosion, the idea n:ufpn linguistic switchbox
materialized in 1958

so because atthat point of time itself people were saying that look coming idea is notmachines
but other machines to get in developed and at least two, three otherprogramming languages for
quickly comingup so COBOL was there people weretalking about ALGOL and some
otherlanguages were there, so this idea of alinguistic switchbox actuallymaterialized within a
year of the firstcompiler.

An idea was that if [ can comeup with some kind of compilers that timeit was called
compileroriented language, universal computer language and so on, you can give various names
to thisacronyms, computer scientists are verygood in inventing these kind of termsvery quickly,



okay but the whole idea was thatl want some kind of linguistics, linguistics switchbox, okay
which will be ableto then do this translation, okay andsupposed you have certain properties
andbasicallyidea was to reduce the total developmenteffort of compilers for

differentlanguage to mapping onto different architectures, okay, and they did not succeed,
okay.So the whole effort, yeah in every first one proposal wasmade in 61 to reduce this
developmenteffort, yet another was made any how manypeople were talking about and
otherefforts was made, and what happened was that, itis next to impossible to design ituniversal
intermediate representation, so if we don't succeed here,do I go back to this model, when I
sayforget about this box, and have M cross M compiles, no, very good. If no then, what is the
solution?

Very good, so really this is, this was the solution which was proposed saying don't look fora
general solution, but look for asolution that will work for a subset oflanguages and for a subset
of machines, okay, and this was the idea which was proposedand rather than saying that, so
there is many, many illustrated part I have given herewhich you can read some point of time,
okay,the idea was interesting saying don't lookfor a universal intermediate representation but
find out languageswhich are similar and find out machineswhich are similar and design now
intermediate representation which will workfor this set of machines, so I may nothave a
solution for this N + M problem, but I have this solution for asubset of machines and a subset
oflanguages, and this is what was proposed and socommon IR for similar languages andsimilar
machines have been designed soif we look at



GCC for example, GCC willfind forceon too many machines, it can compile many languages
and it hasa common intermediate representation, andin industry also when you use many of
thecompilers they use a common intermediaterepresentation called set of languages, and a set of
machines, okay, and that really phase of working solution.

Now other important quick questionand important issue that we have to faceis, how do we
know that the code which has been generated is correct, and we already saw thatthere is no way
I can prove that mycompiler is there, okay, now next let'sunderstand the scenario, let’s visualize
the scenario, okay, when you started working maybe in first year AST101 and which was the
first language do you useC of Java C, and when you compile your C program and did not work,
what was your first reaction? Check, redo the program, right? Okay, anyone else tried
something else? Recompile, but recompile the same programnothing can change, so if the
program is not working and you recompile it’s the same behave when that behave, nothing
changes there, okay.

Compile with thedifferent compiler, but when you aresitting on that, when you are sitting on the
computer and say what different compileryou have? So you started debugging program, now
tell me one thing, I doesn’t want that program euro, but you did not have confidencein this
program, you are saying myprogram is incorrect, I need to debug it, did you ever blame the
compiler saying my program is correct, I don’t know who has written this compiler? It has
generated the wrong code and therefore my program is not working, did you ever blame the
compiler? That means you have this confidence in compiler, that whatever compiler isdoing is
correct, what I am doing isperhaps buggy, and therefore I need to check my program, okay, that
means somebody must have done or good come of, testing the compiler or good job of
convincing you that don't blame thecompiler look at your program, so how do you get it this
levelof confidence in your program, compileris yet another program right, so can you get that
similar level of confidence inyour own program and if yes, how we can do it?

I can tell you one thing, now what is structure? When we were doing this course like equivalent
of AST101, so I already load the program, our instructor was Professor Salsa Buddha, he will
come to the lab and say so are you confident that your program is correct, yes, okay, run it, run
it, it will take someinput and how do you give input, you just put it hand to the keyboard, okay
and most of the time theprogram is going to crash because somerandom input will go, so if you
aresaying really B integer and if you're input is not integer what happens, code up, okayyou are
taking some input but you are not checking whether this inputshould always be integer what
happensif I give character input,straightaway it goes for folder, now thatis not how real
programs were, if you giveincorrect input to compiler have youever seen modem in the
compiler, gives you a nice errormessage,right. So really compiler goes through lot of testing
and one way is obviouslyprove that it is correct, but that issomething you cannot do so
programproving techniques do not exist at level of where compilers can be shown tobe there,
okay. So what we need to do iswe need to do a very



systematic way offinding out or systematic testing whichis going to increase our
confidencelevel, okay and what is normally done is, wehave something known as test suite for
each programming language.

This test suite isindependently designed by languagedesigners, there is not part of the compiler,
okay, so what happens is that I have language, I have a language specification, and Thave a test
suite which is going to testany compiler which is going to bewritten for this language, okay and
what doesthis test suite contain? This test suite contains thousands of programs, okay
sometimes it can run into tens ofthousands of program and each program isgoing to test a
specific feature of thelanguage and will have a documentedbehavior saying if this is my input
thisis, this should be the output of the programand it'll also have buggy programs which you say
if, this is my input, okay this isthe kind of error message compiler should give, because
compiler should not begenerating code for incorrect programs, okay, it should be able to test
both for correct input and incorrect input, okay, so we have atest suite and what happens is that
youhave test suite of program where you haveexpected behavior of each of the programs which
is documented and this test suite is given to the compiler writer, saying test suite compiler again
distribute, okay, and all the test programs must be compiling using the compiler and all
technicians must be reported back to the compiler writer, and

» Regression testing
- Maintain a suite of test programs
- Expected behavior of each program is
documented
- All the test programs are compiled using the
compiler and deviations are reported to The
compiler writer

normally this is not done by compilerwriter themselves, this is done byQuality Assurance team,
okay, and there is aclassical sort of observation inindustry that you cannot find bugs inyour own
program, you sort of trust it all the time so it issomeone else's job really, QA team isalways a
different team which you say I am going to just dissect it and find as many bugs as possible and
there use this test suites, so test suites are shared by this best.

Now how do Igo through this testing, okay suppose I give you 50 thousand programs, I’ll give
you a test suite which contains 50 thousand program, and you starttesting, okay, now what
happens, you start test sosuddenly you find that 5999 programs areworking correctly, you come
to 6000program and it crashes gives me an error that your compiler now has a bug, what do
youdo in such a situation?You have to debugyour compiler right, now when you debug your
compiler probability that youhave removed that bug which was notcompiling 6000 program or



programnumber 6000 is gone, now compile, but what warranty do you have that otherprograms
which you already tested theywill not compile,there is no guarantee, right, in fact I’'m in the
classical again, situation isevery time you remove a bug perhaps you can use still move, and
that is what youwill notice in the last week of April, when you start checking your project code
in the week of 15, everyone will come for demo (Sir, abhitakkaamchalrahathaabhiabhi crash
hogaya, abhi) because I was trying toremove some bug it was working fine, but now it doesn’t
work anymore, okay, this is half the teams will giveme this reason in that week particularly, and
you’ll notice it now, okay.

So what we have to do therefore iswhenever we're trying to remove bug, okay, you have to go
through something knownas regression testingand what is thisregression testing? That
whenever you find thatthere is a bug your program does notwork, you fix that and start from
thebeginning, okay, and go all over once again till you have compiled all the programsin the test
suite in a single go, when a single question of the compiler and haveobserved whatever is the
correctbehavior, whatever is the document behavior of that particular program inthe test suite,
okay. So this is also known as regressiontesting that you keep on doing it againand again till no
program has ortill your compiler for all the programsin the test suite gives me thedocumented
results, okay. And how do we design test suite? Okay, so how do we design test suites, okay, so

we want to make sure that we do nothave
|

* Regression testing

rxpected bel
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repeatedly program, for exampleanother thing you will notice that when youstart doing your
project, will write aprogram and if I ask you how manyprograms did you used to test
yourcompiler, this five programs, okay, good, soshow me these five programs everyprogram
has the fault with differentvalues. Okay,so when before going, I’'m goingfrom 1 to 10, another
will be for I’'m goingfrom 10 to 50, now these two programs do not give me new information,
they are just repetition, they are more of thesame, okay.

So you have to make sure that the test programs you have they are going toexercise different
parts of the compiler, okay, so you have to do some amount ofcoverage analysis, you’ll have to
make sure thatmost of your features of the compiler, most of the language constructs of your
compiler are exercised during thetesting off, this testing process, okay, and therefore test
program shouldexercise every statement of compiler atleast once and usually it is an artreally |
mean the people who design test suites, okay, they are experts in that, okay, and there are
exhaustive test suites which have been constructed for somelanguages like data has an
exhaustivetest suite and if you notice data isperhaps the only language which has aregistered



trademark or TMon top ofthat, which is the language of department of defense and they are the
one who havedesigned the test suite and you say anyother compiler in this world if you wantto
be call it as the compiler must be tested by Department of Defense US, otherwise it is not going
to be called anyother duct of compiler, okay. So this kind of exhaustivetest suites do exist, okay
and people haveused them really test there compilers, okay, so this is how, you generate lot of
confidence into the compiler, okay.

So now how do we reduce all these effort, okay, all the time what we are trying to do is we’re
trying to do things efficiently, right, so we are saying we have to write a compiler, we have to
test it, and we have to do various things and all the time I am trying to reduce this, development
andtesting effort, because I want to cut down the time, okay and I want to cut down of course,
okay, so how do I do it? So one simple solution is let's notwrite compilers, we don't write
compilers, we don’t have to do toilets, we don'thave to worry about one sort of thecredit,life
will be simpler, but that's reallynot the solution, that's an extremeposition, okay. Now if you
don't writecompilers what do I do? I still need compilers here, somebody has to write now, okay
so you got a compiler right there, okay, and what we say is let's notworry about writing
compilers, this willsomehow have a black box, now imagine a situation here is a blackbox, they
tell this black box I have two ports here, and one port on this site I say Pascal, Motorola and
what comes out there is the compiler Pascal compiler for Motorola machine, that would be
great right. I just put it intwo inversely sticks one as language specifications, one as machine
specifications and what comes out is the compiler, yes, no? So can we think of black box like
this? Wehave already seen these black boxes, you seen code generator somewhere,have you
used code generators, yes,no?

Okay, so let’s go back CS251, what are the things you’ll get in CS251? You have done this
course CS2517 355, we have done CS355, okay. So what are the modules seen in CS355?
Anyone who remembers CS355 and modules in CS355? Lex, yeah and (_0:45:00 ) somebody
who remembers about lex? Anyone from this side who remembers about lex? What was lex?
What is the full form of Lex? That is the manual,do you remember reading the manual of lex,
what was the title of the manual? Lex, alexical analyzergenerator, and yaccwas
yaccanothercompiler to compiler, right, okay, so what we werereally doing was a compiler
should get, compiler generator should be able togenerate compiler, okay, and you will see
simplerquestions of this what is lex 2? Whatwas input 2 Lex?What was input 2 lex? What did
you say? Don’t remember, the set of regular expressions, right, specifications, and what was the
output? C4, okay, file called lex.yy.c, okay then you just compile it using something, okay, so

A compiler generator should be able f¢ Jenerari OmpikEr
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similarly I can think of now compilerin return, which you think languagespecification, which
will take target machines specifications and then give me acompiler, if I create this box, okay



thenl don't have to write compilers, okay. So I can shift whole effort on writing compilers, who
writing a compilergenerator and then if I can somehow write these specifications then all I need
to do is whenever | get a new language, write those language specifications whenever I get the
new machine, write those machine specifications and generate the compiler. Good job, right,
very quickly I can generate compilers, okay.

Again, this looks like too tough for me to do like he said writing a full compiler and then taking
it to various phases, okay, I might not be able to do it in the single step, I might want to do it in
multiplesteps, similarly I want to do this activity alsointo multiple steps and saying that Thave
language specificationslet me say that we have specificationsof source and target, but if I look
at source specifications, what was the specifications I started looking at, when I was compiling
languages, I said Imust have a set of alphabets then I mustknow how to tokenize, then I must
know howto check the structure, I must know how to check the meaning andso on, okay, so
language specificationcould be given at several levels ofabstraction, okay, so various
abstractions for into things like leximestructures, image etcetera and for each componentl can

Specifications and Compiler
Generator

+ How to write specifications of the source
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write separate specification, so when Italk of language specification I can writel can say that
when [ say something isan identifier I can use specificationsin English which says it is a string
ofcharacters that has at least onealphabet, starting one alphabet and startswith an alphabet
followed by alphanumeric, and they have some sign languages whereif you recall your regular
expressions Ican write something like this, I can sayit is the betterfollowed by letter or digit O or
more than currency tokens, I'm using TV explorer, right and if yousay you may have underscore
or dollarsign and so on you can again, just make this to this, okay.

Specifications and Compiler
Generator

* How to write specifications of the source
language and the target machine?
- Language is broken into sub components like
lexemes, structure, semantics etc.
- Each component can be specified separately.
For example, an identifier may be smcifiedyqs
- A string of characters that has at least one alphabet

+ starts with an alphabet followed by alphanumeric
+ letter (letter|digit)™*



Now when I am saying [ want to write lexical analyzer, this is the only input I should get, I
should not worry about more thansaying that I use certain data here, I read my input and so on,
okay, those are those are mundane tasks I have to doevery time only my specification team,
okay, so therefore I can similarly writesyntax and semantic descriptions andthen I can also write
target machine specifications, okay, we will see how to writethese specification and then
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I can go backto my compiler and say if | want to write lexical analyzer, don'tworry about
writing lexical analyzer, first use a situation, use a tool whichis lexical analyzer generator which
we have already seen is a lex, and all Ineed to do is give specifications of theLexeme's, okay
and then what to write, regular expressions for, right, similarly I can have a parser generator, so
instead of writing a parser I can have, I can have parser generator and I can write my
specifications which are the parser specifications, I can write my specifications in terms of
context free grammars, and what is the outcome, this is what we are giving, right, [ wrote my
context free grammar specifications and what came all us which was nothing but a parser, okay.
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So similarly I can think about other phases, and I can have tools for each of the phases, I can
have specifications for each of the phases, okay, I can have specifications for code generators,
so I can have code generator, generator and I can have machine specifications, right, and what



is the outcome now? I’m not writing these phases but I’'m using these tools and I’'m writing
specifications all the time.

Now will you take life simpler? Definitely as compared to this, the more effort here will be
reduced, how much reduced?Okay, so normally we say that if | using certain tools for code
generations in compiler we have seen overall effort can go down by almost two third, okay, so
it’s not that I can do it in one day because writing specification or writing tool is time
consuming but if I have total less effort X in writing a compiler by using the tools and using the
specifications I can do it in about .65 times which is lot of reduction, and here you are saying
35% effort will be gone and then not just that effort and coding is gone, but your testing

becomes easier because now when iou sai
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* How to write specifications of the source
language and the target machine?

- Language is broken into sub components like
lexemes, structure, semantics etc.

- Each component can be specified separately.
For example, an identifier may be ﬂpecif'recrus
* A string of characters that has at least one alphabet
© starts with an alphabet followed by alphanumeric
© letter (letter|digit)™

- Similarly syntax and semantics can be
described

* Can target machine be described using
specifications?

that I want to give up my lexical analyzer I just need to debug this, I need to say that whether
my specification is correct or wrong, I don’t have to worry about data structures, I don’t have to
worry about looping, I don’t have to worry about whether I was reading my input correctly or
not, that is one thing we have noticed. Generate maximum number of errors, you’re reading
your input, you either skip a character or read extra character and suddenly you find that
something cannot be tokenized, okay, your data structures are not there, all those errors will be
gone, they will be part of my tool which I need to test only once again, okay, and this also has
certain more advantages because suddenly you find that this is not very efficient because tool is
not generating good code, all I need to do is make this efficient, so if you see flex and you
remember lex, what is lex? Fast flex, suddenly you found that lex was not giving me very good
performance so we go with flex, and then you’ll generate the same code, same specification,
and you generate much efficient code for the same specification and you have more efficient
code, okay.
So each of this phases can be very more efficient just by improving quality of the tools, right, so
there is the kind of effort we are going to put in into writing compiler will not look at the code
which goes in here but our effort is going to be that what are this tools, and how do I write



specification. This is the error, the focus of this course is going to be, right, so how do we
retarget compiler,

How to Retarget Compilers?

» Changing specifications of a phase can lead to a
new compiler

- If machine specifications are changed then compiler can
generate code for a different machine without changing
any other phase

- If front end specifications are changed then we can get
compiler for a new language

* Tool based compiler development cuts down
development/maintenance time by almost 30-40%

Tool development/testing is one time effort

» Compiler performance can be improved by
improving a tool and/or specification for a

particular phase .

all I need to do is change machine specification, change language specification and all the new
compiler, right. So if I need to modify your phase, I’ll just need to change specification here,
and tool phase and development can cut down your time by almost 30 to 40%, okay, and this is
tool testing is only one time of that, okay, and performance can be improved by improving the

tool itself, okay.
Compilers of the 21st
Century

Overall structure of almost all the compilers is
similar to the structure we have discussed

» The proportions of the effort have changed since
the early days of compilation

Earlier front end ghaseg were the most complex
and expensive parts

Today back end phases and optimization dominate
all other phases. anT end phases are typically a
smaller frn:u:hcn of the total time



And this is the last point as far as this introduction is concerned. How do compilers of 21*
century look? We are talking about the first compiler of 1957 versus compiler of 2001 okay, we
said overall structure is same, but what about the effort, okay, overall structure is still the same
but effort is now in that end because lot of optimizations happened, there are different kind of
machines we talk about all this multiple machines, we talk about GNUs and various kind of
other machines were coming which were not present in backend, okay, so most of the effort has
really shifted into the backend and your runtime system, code generation, code optimization has
become much more complicated then what we use to be, 50 years back, but frontend is now
much simpler, because they are very standard tools, they are good mathematical models for
handling the frontends like gradual languages and context free grammars and so on, okay, so
total effort has proportion of effort is changed, since early days of compilation and earlier
frontend phases was more complex and expensive parts, but today backend phases are the one
were most cost is involved and frontend phases are normal expenses, so this is where I close
introduction and in the next class we wills start on really the need of the phases for compiling,
okay, lexical analyzer.
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