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Lecture - 33
RTL to C Reverse Engineering for HL.S

Welcome students, in today’s class we will talk about this RTL to C Reverse
Engineering for High-Level Synthesis. It looks interesting because High-Level Synthesis
converts a C code into RTL, but I am talking about it here, I want to generate a C code

from the RTL is the reverse of the High-Level Synthesis process ok.

So, try to understand here that this RTL to C does not mean that I want to get back my
original C code, but I want to get some form of C code that represents my RTL ok. It is

not that I want to get back my original C code.
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So, this work is primarily published here I am going to follow this paper for in this class

ok, in this discussion.
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So, what is the motivation for doing this right? So, I want to generate a C code from the
RTL which is fine, but what is the motivation. So, to motivate yourself, let us look into
this simulation-based verification that I have discussed in the previous class and we have
mentioned that T will write a set of test bench. I first simulate my C and make sure my
specification is correct and then I convert it into RTL, then I will do RTL simulation to

verify that my RTL is correct ok. That is ok, but what is the problem here.
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Motivation
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So, to do that you just look into this table ok. In this table what I try to do is I have taken
some standard High-Level Synthesis benchmarks like des, MIPS and this and then I run
that specification using GCC for say set of inputs I mean most likely it is 30 k and this is
the simulation time. You can see where it is taking some 28 seconds, 1 second, 12

seconds, 14 seconds very fast right, for 30 k; 30,000 test cases right.

Now, I simulate I mean I convert this specification into RTL using Vivado HLS and then
I run the two RTL simulators one is the RTL co-simulator which is within the Vivado
HLS, and the Modelsim. There is another very popular simulator and see the time 28
seconds, 34,000 seconds right so; that means, it is basically 1000 times at least right

10,000 time slower.

14 seconds 4,000 second, 12 second 4,000 second, 1 second 2600 second. So, what this
number suggests is the same RTL same number of test case it is at least 1000 times
slower right; that means, from this discussion I can conclude that my RTL simulation is
very slow and why it is specifically because it is actually do all this clock wise
simulation see to do it actually analyze the all RTL in every clock and take lot of time

right. And that is something a bottleneck for verification of High-Level Synthesis.
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Objective and Problem Statement

Our aim is to perform RTL tﬂ C regﬁrse engineering to generate equivalent C-code.
Sheaii ot L

MUST satisfy: MUST Supports:

+ fast simulation ¢ array mapping to memory modules,

« functional correctness of the RTL ¢ non-inlined function calls,

* cycle accurate simulation 3& ¢ parallel execution frameworks invoked by loop unrolling,
* accurate performance estimation pipelining, task level piplining etc.
+ generate a highly readable and + accurate simulation of pipeline stalls

debug friendly simulation code /\‘

So, this particular talk is talking about motivation is, if we convert this RTL to a
equanvalent C code what is the advantage I can give? I can now use GCC to simulate my

test case and I can actually achieve this faster simulation right. The only thing you have



to make sure it is not only that I will just convert this RTL to C which is the motivation,

but I have to make sure that this generated C code must satisfy these things.

Obviously, once we have the C code if I use GCC it will do a faster simulation there is
no doubt about that, but it must satisfy the functional correctness of the RTL. You have
to make sure that this generated C which I extract from the RTL actually is equivalent to
the C code, that is the first thing. The second most important thing is the cycle-accurate
simulator RTL simulators are cycle-accurate in the sense that they will give you

precisely every clock information in the simulator.

If you want to see the value of the register in a clock cycle of 45 it will give you 5
points. So, basically, you can actually monitor the whole design each registers any
component at every cycle. So, you have to make sure that you do not; not only generate

the C code it must ensure the cycle-accurate simulation.

The second is the accurate performance estimations. So, once you run the RTL
simulation it actually says how many clocks are needed and what is the maximum
throughput every data will get right. So, you should be able to have the estimations. That
is give the performance estimation and your C must satisfy this the most important is that
you make sure that your generated C code is highly readable and it is to debug friendly
right. So, highly readable in the sense that it at least you can see the code and you can

read and you understand what is happening there.

And if there is a bug you identify during simulation you must be able to debug it back to
RTL because you are not any longer actually simulating the RTL rather you are
debugging the C code. So, this cross-relation must exist for this debugging-friendly
simulation, and also this must support the following things because we have seen that in

High-Level Synthesis there is a lot of optimization that happens right.

Specifically, array maps to memories and, functions become modules there are a lot of
optimizations like loop pipelining, loop unrolling, task-level pipelining, and data flow
optimization so, many things are happening right you must satisfy that your RTL to C
conversion can support all those things right. If you can ensure both then I can use this C

which is T generate from the RTL for faster simulation ok. So, that is the objective ok.
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Faster Simulation Based Verification of HLS
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So, just to give a very idea that in this faster simulation of High-Level Synthesis is a real
problem and there is two recent works, one is Verilator and one is called FLASH.
Verilator basically generates a C++ code from the Verilog ok problem is that this High-
Level Synthesis generated RTL is a very specific structure because it is a generic tool it
does not take care of that and as a result that particular C ++ code we generate it is not

so, readable and not debug friendly.

And the second thing is that this Flash basically generates a C code from the scheduling
information after scheduling right. It does not generate from the RTL. So, as a result, it is
not actually verification of the High-Level Synthesis because it is just verification of the
scheduling. So, it cannot give the correctness of the allocation binding, data path control

generation steps right.
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RTL to C Conversion
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* In each state, the controller assigns 0/1 value to each control signal.

* Asaresult, a set of RT operations are performed in the datapath.

* The datapath sends results of some conditional checks to the controller. The FSM state transitions
depend on those status signals.

* We analyze the datapath using control signals values in the particular state to identify the RT
operation(s) executed in the datapath.

So, these are the two links for these two. If you are interested you can look into them.
But, in this particular work that we have done, we have shown that I can convert is RTL
into C by taking advantage of the RTL structure the generated by High-Level Synthesis
tool. So, what is the RTL structure? So, as I discussed many times that the RTL that is

generated by High-Level Synthesis has a very separable control on a data path right.

So, in the data path you have function unit, registers, multiplexer, and demultiplexer all

the interconnections and controller is basically FSM right.
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RTL to C Conversio /




And what happens there. So, in this is say suppose sample data path right. So, data path
and this is a sample controller FSM right. So, in the controller basically, the data path
component has some control signals right. This control signal basically every clock

controller gives 1 0 signal assigns the value to this control signal.

Say, for example, this is 1. So, if this 1 comes here. So, suppose this one is this so; that
means, in this time this operation will be happening right not this one. Similarly if say
this one is 0 so; that means, this particular register say this last signal is nothing, but this.
So, this r4 will be updated, and say this is 0 which means this r; will not be updated right.

So, this is this.

So, this is how the controller actually controls the operations in the data path in every
clock. So, this is very specific data structure of the RTL. So, what we want to do is that
we want to take these control assignments. I want to identify what are register transfer
level operations is happening here. If I can identify say suppose for this signals say

suppose say is happening like R4 = R;- R, * Ra.

So, I am just given example. So, if I understand that given these control assignments if
this operation is happening I can replace this with this operation right. It can be there are
many more than one operation that can also happen right. So, if I do this that I from this
operation, this control signals I identify what are the register transfer level operation

happening and I replace this by here, I replace this by this.

So, then my FSM converted into FSMD. What is this, finite state machine with a data
path ok this is very interesting? So, now, this is a finite state machine with a data path
and now I actually abstract out my controller. I abstract out my data path and I get a

behavioral description and I can actually write this description in C. How I will explain.

So, this is what is my objective. I want to analyze my data path for the controller input
every clock and I want to identify what is the operation happening, then my FSM
converts into FSMD finite state machine with a data path and which is basically a
behavioral description of the RTL, and then I can actually utilize this behavioral
description to convert or write I can rewrite this behavioral description in any language

format like C ok. So, that is the overall idea right.
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Rewrite Method

%in set of Micro-operations (M) in the Data-path and its
corresponding control assignment.
* Obtain active micro-operations M, (subset of M) for a given control
signal assignment A.
* Find the set of register transfer (RT) operations performed by the
micro-operations in M.

* The spatial sequence of the micro-operations is in the reverse order of the way
they are selected by the rewriting method.

So, the core idea of this whole work is how to obtain these register transfer operations
from the control signals. So, that is the very core idea of this whole process. If you can
do this rest of the things are can be handled. That is the core idea. So, to do that what we
have done is we apply a method called the rewriting method ok. What is that? So, as I
mentioned that in the data path the flow of the data is actually controlled by the control

signals.

For example you take this mux again. So, in this mux there are two micro-operation is
possible, either this value will come here or this value will come here and this is
controlled by this. So, this is how first we have to identify what are the micro-level
operation is happening data flow is happening in the data path. So, that is my first task
ok. So, I will identify a set of micro-operation. Micro-operation is the minimum number

of data flow from the input to the output of any component ok.

So, I will identify these micro-operations and their corresponding control signals right
for example, here so, here this m_out = R, out, if this is equal to 0 and m_out = R;_out.
If this is equal to 1. So, I am going to identify these control signals every micro-
operations and their corresponding control signal values ok. So, this my step one next is.
So, in the data path, there are many such operations is happening right many micro-

operation is happening.



But, if I give a specific control signal only some of them will be active right for example,
in this example again if this value is 0 then this operation is active. If this value is 1 then
this operation is active. So, in a control state, this value will be either 0 or 1. So, one of
the micro-operations is active and the other is inactive ok. So, for now, what I am going
to do is to take a control assumption assignment and I will identify what are the active

micro-operations in the data path ok which is possible to do.
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So, I have taken an animated example. So, suppose this is my data path and these green
signals are the control signals ok. So, first, what I am going to do is I am going to,
identify all micro-operations all these red arrow is saying the micro-operations for
example, here this is means this wire will be updated. So, this is r; equal to this f_out
right. So, this is f_out and so on. So, this way I am going to identify all my micro-

operations this is the first step.
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Rewrite Method
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And say suppose I give the value to this signals is these values right. So, this becomes 1
this becomes 0, 1 becomes 0, this is 1, and so on right. If T do this not all micro-
operations will be active, only some of them will be active. So, I am going to remove the
inactive one. So, these are the active micro-operation in this state ok. So, this is to this

point it is a clear right and I have just noted it down.

So, these are the active operations happening in the data path. The third step is very
important and most important. So, these are the active operations and they are
performing some register transfer operations right. So, let us try to take an example say

this r; = 1, + r3 right. So, this is the operation happening.

So, then what will happen? First, this micro-operation is to be happening right. So, this
will happen then this micro-operation to be happening right this addition operation to
happen, then this mux this data should come here, then these micro-operations should
happen and then this data will come to this signal and this data will come to signal right.
These are the micro-operation is happening and you can see that in the hardware it is
basically this is these operations are happening and this is basically happening in

parallel, but it is actually data flow is happening like this right.

So, from this, I will go here. From this, I will go this way to this and I will go to this to
this right. So, then only this r; = r, + r3 is happening. So, there is a special sequence of

operations. So, what I understood from this there is a sequence of operations is



happening here which actually makes sure this operation is happening and which RT
operation is happening we have to identify that sequence of operations and that is where

I apply the rewrite method.

So, from where I should start. I will start from a micro-operations where the left-hand
side is a register when the register assignment is happening right. So, I am going to take
this r, = f_out. So, I will start with this micro-operation where the left-hand side has a
register and then I am going to see the right-hand side whatever the signal who is
rewriting that right. So, from here I can identify this signal is rewritten by this micro-

operation because this is what is happening.

So, what I can do. I can replace this with this expression right. This is the rewriting I am
rewriting the right-hand signal with the I identify a micro-operation which left-hand side
is f_out and I take a signal f_out and then I will replace this f_out by this expression fLin
and fRin right. So, this is how the sequence is happening that is what is happening here.
So, I take this and then I found that this f_out is nothing, but f_out =fLin + fRin or say
f out = fLin-fRin.

So, then this is what happens. So, this is the sequence. Then what I can do I will take
another signal again. I am going to take a signal again and I will identify is there are any
operations for the left-hand side is fLin, yes this is the operation. So, then I can replace
this fLin by r;_out because this fLin is nothing, but fLin = rs_out. So, this sequence of

operations. So, this is what I am done.

And then similarly I take this fRin. I will replace it with r,_out because this is the micro-

operation that is happening here. So, I will replace this by this operations then this

ri=r;_out — ro_out, I will take this r;_out. I will see r;_out is nothing, but r;_out = r3. So,
I can replace this r3_out with r; right. So, this is what I do, similarly, I can do this r,_out
I will take r,_out and I identify there is an operation called r,_out = r,. So, I can replace

this ro_out by r,.

So, what I got? I got ry = 11 - 1. So, for this control assignment 1001 these things in my
data path r 1 equal to r 1 minus r 2 is happening ok. So, that is the basic idea that if I just
do this for all steps, I can convert this into this FSMD right that is the idea. So, once I do
this I have an FSMD right. So, this is what I just to explain.
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Rewrite Method
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Algorithm 1: Rewrite (RTL)

Input: RTL

Result: An FSMD

/* RTL coasists of a Data path D and a

coatroller FSM F */
1 forech st § i the contoller FSMF do
|__Bindthe active micro-operations Ms for the control
signal assignments in S;

3 | Rs=®;/+ Set of RT-operafyons in S #/
4 each micro-opn of the form ym Tin in Mg do
/?‘ do L=

6 iqd the left-most wire signal in the RHS

40 a micro-opn of the form w « e, in Mg;

Replace w with (ey) in the fie;

9 vhile (all signals in RHS exp i of yt are cither

Input, Reg or Constant);

1 Rs = Rg v {u};

1\ end foreach

/Jz/- Replace the control signal assignments in S of I with
Rs; o i ——

13 end I'nr;ach

14 Return F; /« FSM F is converted to FSMD */

And now so, this is the overall technique and the overall methods. So, what I am going to
do at the High-Level. I will take for each state I identify what are the active micro-
operations in that state and then I will identify for each micro-operation where the left-
hand side is a register because those many RT operation is going to happen. I will
identify a micro-operation where basically for a replacement I identify micro-operations

where my p is the left-hand side right.

So, I will replace that and then I will keep doing this until all my right-hand expression
signals become input or register right. So, this is an I just whatever example I provided it
is the same example you can go into the steps and you understand. I will keep doing this
for all such micro-operations where left hand is a register. So, once this is done then I
will replace that control signal with the corresponding RT operation that I obtained here

right.

And then I am going to do it in each state right this is how I am going to convert my

FSM into an FSMD ok.
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Generate C

Void main(}{'

intrd, 2, 13, ré;
~ q: //state label
(r1=13) rd;
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else(
= (-3 xrd;

goto s} W

q3:
ql:

So, at this point, we will understand. So, basically, it is a process that I have already
explained. With this, I convert this FSM plus data path into this. So, the beauty of this
method is that I now remove all my clock, reset, RAM, and ROM everything is right I do
not have anything. I do not have any multiplexer. I do not have any adder multiplier. I

have this behavior right. I do not have any control.

So, this is the abstraction happen. Once this happen now the question is that how I can
write this in C form and the answer is very simple right. You just write a main( ) see this
is a very small example there will be some input. So, you just specify the inputs. So, that
will be there in a bigger practical circuits and then you just define all the variables, all
the variables here as integer or whatever the type you give some type for them and then

you actually write this as a level operations right.

So, I just have a level g;. I have a level for each state that will become a level in the FSM
right. So, in the state FSM, this is my state level I am going to do these operations. I will
write these two operations and then I am going to state 2. So, I just go to state 2. So, I am
going to write it in terms of go to. I am not writing if-else, for loop and all this. This is a
very simple one. Then in q; if this condition satisfies I am going to do this and this. So, I

am in state 2.

If this condition is true I am going to do an operation then I am going to state qs else I am

going to do if these operations and go to state g4 right. So, this is how I just write for



each state operations and what is the go-to statement and these are the levels right. So,
whenever you say I go to state g, till my control flow automatically come to this time
right and this is nothing, but a C code. You can see here this is something a C code that I

generate from my RTL which is generated by the High-Level Synthesis tool.

And the beauty of this code is that I have an r;. I have an r; in my hardware. I have rs. I
have an r4 in hardware so; that means, the variables of this behavior are my registers. So,
it basically has a very one-to-one correlation with my data path. This is not my input C in
my input C there may be some variable bs, b,, or bs. This is not something like this. It
does not have any for a loop this does not have anything it actually represents my

hardware, my registers, my state these are the states right.

So, this is cycle-accurate because I have information for each state right. So, if I just put
a counter ++ every state then I can say that if I run this how many clocks it takes this;
this clock right and every clock what operation is also happening I can actually track it
right. So, if I want to go to say state 2 what are the operation is happening I can print that

my debug right.

So; that means, this is cycle-accurate because I have all the state information and
operation is happening state-wise. I have to debug friendly because this is the register the
variable represents the registers of the behavior. It is a C code. So, it is a it can be used
for faster simulations. So, most of my targets whatever I specify the mass support it

satisfies my this generated C code right. So, that is great.

So, only thing is that this is the basic core idea. This is how I can convert it or when you
take a practical circuit there may be many complexities that will come right. So, those
are the complexities that will arise when you try to convert an RTL into C that [ am

going to discuss next ok.
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Overall Flow

This is the overall flow that you use High-Level Synthesis you generate a Verilog and

then you basically have to do some kind of pre-processing that I will talk about.

And this is my main RTL to C parser that I have already explained and then once I
generate this C, I can use this for using C simulation. So, this C simulation is nothing,
but my RTL simulation right and I can actually verify whether the output is correct if it is
not you just debug because this code is debug friendly. You have all the cycle
information you have all the register informations and you can actually debug and go

back to the RTL and fix the thing right.

So, to do these things this all these processes cannot happen in the Verilog. So, you have
need an intermediate dependency right. Any compiler will always convert into some IR
and here also we have we convert them into some AST representation. So, there is a
PyVerilog parser. So, the Pyverilog parser convert this Verilog into some AST
representations and in the AST level, all this processing is done right and then finally,

generates the RTL ok.
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RTL-To-C Conversion

AST
representation

The main Components of our framework. .
*  Pre-processing Verilog
*  AST representation e
*  Parser implementation

Verlog RTL

So, this pre-processing is something step that I just did not explain in the previous slide
this pre-processing. Why do we need some pre-processing of the Verilog because there
are certain operations which are supported in the Verilog and may not be supported in C
code? So, we have to convert that operation into an equivalent operation in C ok that is

what is the pre-processing.
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Pre-processing Verilog

Need of pre-processing:
¢ InVerilog HDL, there are certain operations which perform manipulation at bit level.
+  Clanguage doesn't provide such bit level manipulation on variables.

+ So,we need to convert such operations into combination of some supported operations like bit-
wise AND, bit-wise OR, left shift, right shift etc. to get the actual behaviour.

So far, we have identified two operation that require pre-processing are as follows:
A. Concat Operation
B. Part-select operation
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Concat Operation Preprocessing

+ It concats the contents of one or more register at the end of another register:
* Multiple concatenations may be performed which is known as replication.

// Concat operation:

reg [WIDTHA - 1 : 0] reg.A; —
reg [WIDTH.B - 1 : 0] reg.B; j{ \ﬁ( = m Y& C
reg [WIDTH.C - 1 : 0] reg.C; e—*?/ - —
assign reg A = {{reg B}, {regC}}; 7
o e —ap———
// After pre-processing: C
wire [(WIDIH A - 1):0] temp 0, temp_1; -
as; gn reg B <{'width_C
\'/g:ign temp_1 = temp_0 | TegC;

assign reg_A = temp_1;

Fig, 1.4

I will give you two examples. There may be many. So, for example, the Concat
operations. So, in the RTL the Concat operation is very interesting. So, basically, you
can Concat two registers and you can write the data into this right. So, what is happening
here is. So, both this basically you have this that you convert into this is regC content,

this is regB content and this the whole thing will become my reg1.

So, this is not there are no such operations in C right which we do this what we can do it.
I can rewrite this. So, I can just shift this regB by the width of the regC right. So, this is
what I did here. So, I just shift the reg B by the width of reg C. So, what will happen then
in this you will have regB will come here and it will be all O here right. So, this I store in

a temporary variable then I just do this with or with regC right. So, there is a regC here.

So, if I just do a or of this, the regC value will come here right 0 and this. So, this
becomes this you can understand this. So, this reg C will come here now and this is my
regA. So, this is what I just do here right. So, sometimes some operations like the Concat
operation which is not supported by C because I have to execute this in C, I can rewrite

that operation in terms of using multiple such operations like the example I have given.
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Part-select Operation Preprocessing

+ Operation select specific part of the register.

// Part-select operation: a0\ () e G
reg [63:0] reg A, regB;

always @ () begin 0 0
U
reg_A[40:0] <= reg B[51:11]; N(Q, % 0
end /

// After pre-processing:
wire [63:0] temp_2, temp_3, temp_4;
always @ (+) begin

reg A <= temp4;
end
// width-ef-register reg A = 64 bit.

Dv00 9 )
assi=  reg B & 64'd4503599627368448
assign temp_3 = ae_g;A & SA’WI ’ \10
assign temp_4 = temp_2 | temp_3; ’ 3 z}‘ g 0 b

Fig. 15

There is another one Part select say, for example, the example here is there. So, I just do
it like this I take this 51. So, both are 64 bits. So, I took some bit of register A right. So,
this is a register A so, this part I just took right. So, 11 to sorry till this 1 say ok 51. So,
this is my regB I want to take this part of the things and I put in the regA. I want to put
this till 0-64; 0 to 40 this part.

I want to take this part of the code and I want to put it here and rest I want to keep as it is
because if I just do this, I am not changing this content of this part of the regA right. So,
this is what this operation does. So, what I can do here I can do it very simply I can

actually take an integer where I just put all 0 and this I will put all 1 and all O right..

So, this is that number and if I do an AND with this. So, what will happen? So, finally,
my this content I am put a temporary variable right. So, then it will happen this will all
become 0. So, basically, I extract the value from 11 to 51 right. This is what I did here
and then what I have to do, in the regA what I have to do I have to make sure that I will
just keep this value as it is. I want to put this all 1 right I want to keep this value and I

want to put 0 here.

So, what I did I just take a integer which represents that 41 to 63 these bits are 1 and 40
to 0 are 0. So, this is nothing, but this number is right and if I do a AND width this is

what will happen because it is 0 end so, this will become 0. So, I erase this content, but at



this part, I keep it as it is right. So, whatever the value I had earlier I will keep it because

this is end with 1.

So, now everything is ready. Now, what I have to do I have to just copy this data into
this right. So, that is what I have done here. So, this is how we can actually have certain
operations in Verilog which you can manipulate at the bit level and you can actually do
the equivalent code in C. So, this is my equivalent C code ok. So, this is what the part
selected. So, there is two such operations I explained there can be many and you have to

do such things ok.
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AST representation

* An abstract syntax tree(AST) is the syntactic
representation of the source code written in a
programming language.

+ To generate this syntax tree representation, we
used Pyverilog library, which converts Verilog code into
a tree-like representation.

* In our parser we use this syntax tree representation of
Verilog source code generated by Vivado.

Block

Non - blocking
substitution

Fig 1.5

AST representation as I mentioned is an IR representation where you actually have all
the things as a syntax tree and you can actually do operations you can manipulate easily.
So, in the flow, you have to use some kind of AST representation and we use some
syntax tree for interpretation, but for discussion purposes, this is not so, important right

we need to understand the idea first right.
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Parser Implementation

AST
representation

l

Extraction of Variables, Controller and State-wise micro operations

!
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Then the Parser implementation that you convert the operation which is not supported
and you get an AST in which all those things are replaced and then you actually do that
rewriting part right. So, you have to extract these micro-operations. You have to identify
the rewrite operation these are all discussed. So, I am not going to go into detail things
that I have not discussed yet is how-to handle RAM, ROM, and functions right. So, that I

am going to discuss now.

And generated C code is also kind of discussed right. So, these are the things I miss I

will just discuss now.
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RAM and ROM Module

Shfccte L euo dBe shiftingeidi_itercud #(
DALY Databidth( 2 ),
MddressRange( 16 ),
AddressWidth( 4 ))
iteration_shift_U(
clk(ap_clk),
.reset(ap_rst),
.address0(iteration_shift_address0),

. AddressRange(16 ).,
. AddrossWidth( 4))
L B

.ce0(iteration_shift_ce0),
.qO(iteration_shift_q0)

e
— ' Fig, 22 ROM Instance
18, &.. nstance
g /\ s
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So, in the RAM ROM in the hardware what is happening you have an instance right.
You just instantiate a RAM I hope you are familiar with this kind of syntax that it is 64-
bit data, address is 16 bit, address width is 4, and address range is 16 ok and these are the

signals you are connecting to this particular module instance of the RAM right.

Similarly, for ROM right. So, it has signals like qo and then it has address it has clock
enable, write enable and data right. So, this is very standard you can actually Google it
and then what I am doing. So, basically, this RAM is instantiated on hardware right. So,
this is your top-level module and this there is a RAM here right and if you want to write
something to this you will basically do you just put write enable equally to one in that

particular clock.

I am not going to access this RAM in all clocks right all-state. It will be in a certain state
that I want to write some data say what I am going to do, I am going to put this write
enable equal to 1. I will put some address data some value of the address. I will put some
data in my dO and then whenever the next clock come it will be written right. So, it is
nothing, but the RAM is something is say R; right what is happening here. So, you just

perceivably putting in some location i some data this is what is happening in C.

So, we have to do that right. So, what we did here is basically we identify the RAM,
what are the RAM module, what are their values right, what are the way you are actually

connecting these things from the instance, and then you see in which state these control



signals are becoming 1 and then if it is a write enable you just put these operations and if

it is a read enable. So, you just put d = Ry[ i] right. So, i is the address.

Whether you read or write. So, in this operation you have to just place in that particular
clock right. So, we basically identify the modules, identify the corresponding signals and
we will actually check the state in which state the writing is happening. So, if it is writing
is happening we will just write this statement there, if it is reading is happening then I am
going to put this statement in that particular state because the RAM is not accessing in all

clocks in which clock it is getting accepted you just put that operation there right.
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RAM and ROM (Continued....)

Parser identify status of signal “ce0” and “we0” in each state and if these signal
found set then place the RAM/ROM block at the end of that state in generated C-
code.

if(1 == ap_CS_fsm_state5

sub_key_address\ = SW

sub_key_ce0 A

sub_key_we0 n
} ) w
if (sub_key>c80){ @

sub_key_q0=sub_key_ram[sub_key_address0] ;
TF(sub_key_we0){ i
sub_Eey_ram sub_key_address0]=sub_key_load_reg_170;
}
; U

goto ap_ST fsm_state2;

Fig. 23 T

So, the ideal in the C level it will look like this. So, say suppose in state 5, you get that
my clock enable = 1, write enable = 1, and my address is this so; that means, you want to
write something right. So, what I am going to do I will just put this kind of if(clock
enable == 1) then what I am going to do I am going to read this data whatever the
address is there that value I am going to read it to this value and if the write enable is

there I am going to write this value into this data right, this is how.

So, basically, I am not going to put this operation in every clock wherever this read
enable or write enable is 1, I am going to do this operation. So, this will be my
representation of the RAM or ROM in C code right is basically it is an array axis. So, we
have to abstract that level thing and only thing we want to make sure that in which clock

things is happening ok.
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Function Module

* Function module mimics the idea of function calls in C program.

* HLS tool usually generate separate verilog file for function module having a
datapath and a controller FSM.

* In top module there is instance for the function module as shown in Fig. 2.4

calculationofkeys grp_calculationofkeys_fu_193(
.ap_clk(a}l_d.k) A
.ap_rst(ap_rst), /
.ap_start (grp_calculationofkeys_fu_193_ap_start),

.ap_done (grp_calculationofkeys_fu_193_ap_done)

L1, —

-R(R)

Fig. 2.4

So, similar to the RAM and ROM the function is basically again to create a module right.

So, whenever there is a function, it creates a module right. So, this is my function in this
is a top-level module. So, what is happening this function may not execute again in every
clock. It is specifically executed in a particular state right. So, what we have to do is we
have to, basically we can actually again identify what are the modules function modules

are there in the RTL and then you specify what are the basically this input signals right.

So, from this you can identify what are the input signals for these particular modules
right and whenever I saw that particular values are set in a particular state, I just call that

function. So, this module in C level what is this is a function call right.

So, what I am going to do. I identify this and whenever to identify I see some assignment
is happening in a particular state, I just invoke this particular function in that state. It is
not that again the same thing this function is not going to execute in all-state. In some
states where it is getting executed it actually, we are get scheduled right and where it is
getting scheduled I can understand from this signals where these particular signals are

getting assigned ok.
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Function Module (Continued...)

13
* Similar to the RAM/ROM module parser identifies the status Sf “ap_start” )
signal of that function, if it is set then place the function call in t

shown in Fig. 2.5.

* Qur parser supports hierarchy of function calls as well. Since, the top module
waits until the completion of execution of the module it called, cycle accurate
simulation is achieved by following the states of the respective FSMs.

if((exitcond2 fu 233 p2 == 1) & (I == ap CS_fsm state2))
{
grp_calculationofkeys fu 193 ap start reg = 1;

1# (grp_calculationofkeys_fu_193 ap st
grp_calcl: T Y0193 ap_startel:
calculationofkeys (L, &R, &ap_clk, égrp_calculationofkeys fu 193 ap dome,
rp_CATCUTATIONG ke73_TU_T¥3—ap omen™T

goto ap ST_fsm states;

Fig. 2.5 Sample example of function in generated C-code

So, basically the same way I just have an example here that if whenever this value is 1

some say so I am checking that this particular value is happening, I just call this function

right with the corresponding argument right. So, that is all and basically, if you go to the

RTL of Vivado HLS it has some ap start kind of signals which actually says that this

particular function is going to execute in a particular state ok.

So, this way basically objective is that the function is become a module to identify the

function module and then invoke that function call in that particular state where it is

actually scheduled ok. So, that is I am going to do.
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Generate C-code

#include<stdio.h>

#define CONSTANT
function_prototypes();

RAM/ROY blocks (if any)
function_calls(if any)
goto state2_label;

if (condition2){
erations

RAM/ROH blocks (if any)
function_calls(if any)
goto state3_label;

i

state2_label:

N\

end:
return;

So, with this, all these things are done and I have already specified how I am going to

write my FSMD into C basically using goto statement I will put a level for each state.

I am going to put the operation of that state in that state in that state and then I will say
go to the next state right, this is the structure. So, every state I will talk about this old
valuable thing. So, I just put the operations then if there are some conditional operations,
I am going to put that the RAM block function call these are the things. I am going to do
this under some conditions there may be this RAM ROM operation running then you go

to this state 3 and so on.

So, this I have already discussed. So, this is a very nice way I can convert an RTL into C
code and, but you have to remember this does not do not work for generic RTL. This will
work only for RTL which is generated by the High-Level Synthesis tool because I am
taking advantage of the data path and controller separation. If they are mixed you cannot

separate out you cannot do this ok. So, this is how I generate ok.
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Major Challenges

Due to abstraction gap bewteen Verilog and C language, we faced some major
issues are as follows:

1. Data inconsistency.

2. Signed conversion.

3. Data-width mismatch,

4. Level-triggered Operation.

So, this is the basic idea, but as I mention that once you try to implement it in for
practical circuit there are many challenges which come you have to face it you have to

fix it and some of the challenges that I have we identified let me explain one by one ok.
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Lo Dt nifongg

ap_CS_fsm_state2:

* This issue occurs for RAW (Read after e 2p.08.ton.gtated)
write) type of operations. A xty
* When modified register values is used in o S )
other read in operation. & 'ﬂn——‘
y ——
Example: Fig. 2.7 Generated C-code (Before)

_CS_fsn_state2:
alvays @ (posedge ap_clk) begin ) ,_J: “:“

if (1°b1 == ap_CS_fsm_state2) begin ) xold = x;
acb; ka2 N Tl
& c<=d; Q& X

nold = m;
end

c.old = ¢;
if (1 == ap.€3_fsm_state2)
{

Q- x.01d + y_old;
} .

§477 == ap.0S_fan_state)

end

7.
N\
assign b = x +y; {\Q&

assignd = a +m;

Fig. 2.6 e
Fig. 2.8 Generated C-code (After)

The most interesting one is the data inconsistency. I think this is very interesting. So, in
hardware, if there are two operations is happening in the same state. So, they are running
in parallel because this is hardware every module run in parallel right. So, for example,

suppose in this example.



So, if I just do a = b and c=d is happening right. So, and b =x+y, and d=a+m this is
happening. So, if we do the rewriting actually a = x + y and ¢ = a + m these two
operations it is happening ok. So, now, you try to understand. So, now, you can see here
a is getting updated and a is getting used here. In C code if I just write this way that
if (state 2) a = x +y ,if (state 2) c = a + m right.

If I just write this way what will happen if you run this C code what will happen, this
operation will execute first and this will be updated and this value of a will come here
because this is a sequential behavior in C, but in hardware, because this two operation is
running in parallel, this is the a_old, not the new value right. Before updating the ‘a’ you
have some value in the ‘a’. So, that value is going to use here it is not the this value is

coming here because this is a parallel execution right.

This ‘a’ will be updated at the start of the next clock, but this operation is happening in
the current clock right. So, this is something is called that the problem of data
inconsistency because in hardware since everything running in parallel, there is no read
after write dependency(RAW), but here whenever you place in sequential in C code it
will have a read after write dependencies and which is not correct because if you take the

new value it is something wrong.

So, how to solve that I already given you the idea that this a_old. So, use a_old right.
What I do here is that at the start of every clock I will take the value of every register and
put in some old value; that means, this is my old value, and then if in the right-hand
expression I am going to always use the old value. So, then what will happen if this a is

and this a_old is not the same. So, this will take my previous value of a.

So that means, although now if I execute this behavior sequentially this is actually if
taking it actually executing the parallel behavior of my hardware right. So, this is
something very interesting and this is how we fix the problem that you store the value of
the register at the start of every state and in the right-hand expression I am going to use
the old value, not the new value. So, there is an if, even if I put the operation in the

series, no read after write dependency will create here.

Because I am always using the old value which is not this value right. This is kind of

a_ new value ok. So, this is very interesting.
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2. Signed conversion

+ “Signed” keyword is used in Verilog code to convert the value into its
signed representation in other words we must use its two's complement value.
+ Issue occurs if we use its +ve value in place of its orxgmal value M

2y @

For Example:
+  In Verilog code:

assign X_reg 3 ( § i Y_reg]; //(X=32 bits, Y=20bits}

==

X . :‘@tw lemeyft(Y_reg, 20) {ﬂ
_reg <Lwos.eorpplemel 0s_complemeit(Y_reg, 20);
/%I A A @ 7’/—

The next problem that we faced is basically signed conversion in the Verilog we have
whenever there is a number is a negative number or sign number it is used by the signed

right. So, sign number is basically it keeps the 2’s complement of that number right.

So, although this is 1 1 7 integer it is basically not it is a two’s complement of some
number. So, this is not actually 1 1 7, it is actually -11 right. So, if I just write 1 1 7 here
it will create a problem right. So, basically, what we did here very simple whenever there
is a sign signals are there sign words are there, we always use a two’s complement
function right. So, we just here define a two’s complement function and then I call this

value with this.

So, it will automatically convert these 1 1 7 into two’s complement form of 7 bit because
you have to give specify the bit width and then it will automatically this function will
determine -11. So, I am not going to use 1 1 7 rather I am going to use -11 similarly this
is a Yreg. So, it will just convert this an expression which is basically a two’s

complement of Yreg ok.

So, this is simpler, but you have to use the twos complement function to convert them

next one is also very interesting.
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3. Data-width mismatch

¢ In Verilog, if data-width of LHS and RHS of a
operation is not same then it automatically /1 RIL Code

2 reg [20:0] r_A;
adJUSt' reg [20:0] r_B;
* If we directly realized it into C language than it reg [?;1"%] r-Cé
. wire H w.l;
can cause gverﬂow or underflow issue v 73101 (poadage  apret) bagi
during assignment. r.C <= wC;
. ied et end
+ Solution is improve the rewriting method. =D
As shown in Flg 2l // Incorrect Generated C code
C/ unsigned long long int r_A, r_B, r_C;
rC=rax*rB;
5 \0 \fk \4 // Resolved C code
® b Y unsigned long long int r A, r B, r_C;
v 5 r.C=(rA*rB) a§e4a’4294967295;x
v
E Fig. 2.7

So, in the data path in hardware you always know that you can actually have any specific
data path width right your width can be anything right and register can be 43 bits, 27 bit,
7 bit, 9 bit, 65 bits anything right, but in C you have integer float and so, on right long
long int. So, integer is 32 bits, long long int is 64 bit and so on. So, how we will

represent these 43 bits in C that is a problem right.

Because you have say 33 bits you have integer say 32 bits then it is a problem and
specifically the problem will more severe. It is a underflow and overflow problem. I will
give an example say suppose you are doing a = b * c if say this is 32 bits, this is 32 bits
if you multiply this result will be 64 bits and say a is also 32 bits then in hardware if you
just do this operation automatically it truncate the 33 to 64 bits that part of the bits

because its automatic truncation happen.

Because since the data width of a is 32 bit it will only keep the 32 bits or say it is only 43
bits only it will keep although result is 64 bits, it will keep the 43 of bits of that and it
will store in this. So, this automatically happens as there is no problem of overflow and
underflow in C Verilog because this truncation happen automatically or zero padding is

already happened.

But, if you convert them because as I mentioned earlier that whenever you convert you
have to give a data type of this variable and we usually give int long int and this type of

data path. So, you do not have the opportunity to keep this 43 bits, 17 bits, 15 bits right.



So, that will create an overflow or underflow right, to avoid this what we do basically is

we just take those particular bits right. So, that is the basic idea right.

So, here is the example again you have to make sure that you take only the value that
will be stored in Verilog and the same part of the value in the hardware right. So, to
answer the first question that how do we represent 43 bits, I will use a 64 bit long long
int how do I store a 15 bits data, I will use an int 32 bits int to store that, but I will make
sure that whenever I do the assignment I will only store 15 bit. I will never store the 16

to 31 bits.

Then it will be a problem how I can do that it is very simple operation masking right. I
just mask that value with a 15 bits right the example that I took its here again this say

r_C=r_A *r_B you can see here all are 32 bits right.
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3. Data-width mismatch

¢ In Verilog, if data-width of LHS and RHS of a

operation is not same then it automatically /1 RIL Code[ ]\
i reg [20:0,
ad]uSt. Teg [20:0]._4 L%"

+ Ifwe directly realized it into C language than it reg - -
. vire v_C;

can cause gverﬂow or underflow issue always @ (posedge ap_clk) begin
during assignment. o0 <auic:

ol 7 d
+ Solution is improve the rewriting method. ;:sign lemiomt

As shown in Flg. 27 // Incorrect Generated C code
unsigned long long int r A, r B, r C;
.\ rC=ra*rB;

L // Resolved C code
: i BaTiC
210 /\/""/J (- ;(?LA . r_;nb &%4(1’42943672927;
( e R o A\ )
«\{) v ()1/ | )\Fl%,‘
K b

So,r_A andr_B is 21 bits and r_C is 32 bits ok. So, as a result. So, this result will be 42

bits right and I want to take the 32 bits of that ok.

So, what I am going to do is. So, I do multiplication. So, this will be 40 bits, but what I
do here I will just put a all 1, 32 bits right. So, this is nothing, but 2 A 32 - 1 right. So, this
is this figure and these are all 0. So, this integer is nothing, but this right 2 to the power
32 minus 1 and if we do a AND of this what will happen. So, I have this 40 bits 0 to 39



and then I just try to do a AND where these are all 1 right. So, this is tool 31 bit and

these are all 0.

So, if I do a AND of this what will happen this will be erased right. So, this will all
become 0 and this will retain the value. So, effectively I store this data into a long long
int or say int because this is 32 bits, but I remove the value which is not going to be
stored in hardware. So, this is how I manage right. So, I always do a mask-appropriate
one and just end and make sure that whatever the operations or the data will be stored in

Verilog or in hardware that same thing will going to mimic in C.
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4. Level-triggered operation

* When “always(*)" is encountered in place of “always(pose edge)” then such
block get triggered when the status of the registers on RHS in all the

operations changes.
+ Solution is to perform write before any read and use the updated value.
//RIL G //Incorrect C Code // Resolved C code
alu begin State_2: State_2:
j#(chrsstate == 1°d2 & reg X == 1°d1) begin Bl = blold =t
b <= a; - i o i
en;—a M}”\ a_old = a; a_old = a;
end XO if(reg X == 1) { if (reg X == 1) {
alwaya(+)/begin b = a_old; a=a_old +5;
if (cur_state == 1’d2 & reg_X == 1'd1) begin I i
a <= — ; - : =
i @2 £ ,t.) if(reg X == 1) { if(reg X == 1) {
4l < M a=a.old +5; b=a;
assign c = a + 5; @ ¢’&/‘C/R Ui }
= L
ig.28 0 Fig.2.9

So, these are the things you have to take care. The last one is another very complicated
thing is the level-triggered operations. The difference between level triggered and edge-
triggered operation is that edge-triggered whenever the positive edge of clock comes
then it happens in the level-triggered whenever the signals change right in the any RHS
operations expression signal changes, value changes that operation is going to execute

right.

So, I will take the same example here that earlier I have taken. So, b equal to say what is
happening here, I have happening b = a and here c = a + b. So, basically,a=a+band b
= a, this two operation is happening right. So, if it is normal operation and this is
always(*) means level-triggered if it say here is the passage of clock was there then it is

basically this is a_old right, it is not taking the new value.



But, since this is a level-triggered operation what is going to happen that whenever this
value of a is changing here, this operation is going to execute and it is actually taking this
new value of a, it is basically a+5 ok. So, the fix that I had did earlier will create a
problem here because I use a_old here, that a_old will create a problem. So, what I am

going to do it now. I am not going to put a_old if it is a level-triggered operation.

It is complicated, but the idea is that if it is a level-triggered operations. I will not use the

a_old value. I am going to use ‘a’ itself and if it is edge-triggered I will use a_old value

right that is simple and also this ordering is important.
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@iggered operation

S
* When “always(*)" is encountered in place of “always(pose edge)” then such
block get triggered when the status of the registers on RHS in all the

operations changes.
+ Solution is to perform write before any read and use the updated value.
//RIL G //Incorrect C Code // Resolved C code
aluy begin State_2: State_2:
j#(chrsstate == 1°d2 & reg X == 1’dl) begj Boldl=n biold =i
b <= a; = i & 4
En;—a M}"\ ~ aold = a; aold = a;
end X° \? N if(reg X == 1) { if(reg X == 1) {
always(+)/begin b = a_old; a=aold +5;
if(cur_state == 1’d2 & reg X == 1'd Qigin } }
a<=g; : — 3 -
G Rz /L) if(reg X == 1) { if(reg X == 1) {
Gl = a=a.old +5; b=a;
assign c = a + 5; /L/&/‘.— I, i
= &7
ig28 0~ Fig. 29

Because if you just put b = a and then a = a + 5 in C, this a will not take this value right.

So, I will just see if there is an expression and I will order these operations according to
the data flow.

So, you have to do some kind of data flow analysis in the tool and you have to find out

the order. So, level triggered is a very complicated scenario, but you have to manage

them this is how when you generate the C code ok.
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So, that is all. So, now, as I mentioned that whenever you develop this RTL to C
converter, you have must support all the complicated optimizations of the HLS and some
of them are important is the loop unrolling, instruction-level pipelining, and task level
pipelining ok. So, let us try to understand them and how whether they will create a

problem in generating C from RTL.
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o
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Loop Unrolling R
* Loop unrolling transforms the loops by creating 3
multiple copies of the loop in RTL design, which
allows some or all iteration occur in parallel. Rolled Loop (Default) Unrolled Looy
* The loop unrolling increase the concurrent data I E—— ']
access and improve the throughput and latency of the (=== ]
i AR
+ Loop unrolling can be done fully or partial unrolling.
+ In both type the unrolled FSM model is similar to
the baseline FSM where the register transfers form : :
the iterations of the loop. et ictonl il
+ Since the overall structure of FSM remains the same, for (1=3m>=0in
our simulation model successfully emulates the (
correct functionality for a loop unrolled mode. } L/
}

So, loop unrolling you know that it basically you have a loop which you basically have

to unroll it right. So, now, it is basically sequential state of code and you can understand



clearly that if there is a loop and you convert them it is a sequence state line of code and

it will not create any problems because it can be handled by or parser.

So, this loop unrolling automatically get handled you do not have to take any special care

for that next one is the Loop Pipelining.
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Instruction Level Pipelining

+ It allows the concurrent execution at
instruction level.

void func(mn) {

* InRTL, pipelined segment can be
distributed across multiple states of
FSM, each are referred as stages of the

pipeline. MU UL
+ Sample example of loop pipelining TR
are shown in Fig. 3.0

8 cycles

—
Tode
) m .
®

4cycles
(A) Without Loop Pipelining (B) With Loop Pipelining

Fig 3.0

So, Pipelining you know that whenever there is a loop you try to execute them in
multiple iterations of the loop you write run in parallel right. So, this is iteration 1, this is
iteration 2, this is iteration 3 and you want to execute in every clock you want to run

some part of the iterations in parallel right.

So, if I consider a three-stage pipelining in this third clock the third stage of the first
loop, the second stage of the second loop, and the first stage of the third iteration which
going to execute right. So, the third stage of the first iteration, the second stage of the
second iteration, and the first stage of the third iteration is going to be executed right this

is how things will happen.
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Instruction Level Pipelining (Continued....)

* Each plpe!lne stages are divided into sub- void warp (int Ing[ROWS] [COLS], int Out [ROWS] [COLS])
stages which are usually controlled by i
some activation flag of that sub-stage. /1 a,bic,d,8,,5, are defined as macros
int x, y, destX, destY;
+ In RTL, we found that no two stage execute Loop-1.1:for(y = 0; y < & y += 1) {
in parallel, but the sub-stages of stage can b & SR S T U
. . . pragma HLS loop_flatten off
execute in parglle! according to their #progun LS pipeline
respective activation flag. desth = (atx + by + chxty + ) %
. " L. " destY = (exx + fxy + ixxxy + j);
* Instruction level pipelining can be applied Out [destY) [dest] = Ingly [x];
on- 1 e
) (

* At Function : pipelined different instances
* Atloop: pipelined different iteration.

+ Fig. 3.1 shows sample example function
warp with loop pipelining.

Fig. 3.1

So, now let us try to understand the corresponding controller FSM. So, let us take this
example and say I have a nested loop and the inner loop is pipelined ok. I just put this
pipeline and I am actually calculating some address x and y and in that x y, I am going to
write some value right. So, there is two part to it. So, the address calculation x and y and
writing to the memory right. So, there are these things that are happening. So, now, if

your pipeline it say suppose you pipeline into two stages.

(Refer Slide Time: 46:23)

Instruction Level Pipelining (Continued.....)

The ?xesentative C-code of pipeline stage are shown in Fig. 3.2

TToQe for other states.
//pipelined state $3 Ti
x_0ld = x; destX_old = destX; destY_old = destY_old; $3_1_flag_old =
$3_1_flag; $3_2_flag old = S3.2_flag;

/500 10 upatn .11 and 9.2.t1g
Y 3 1 tlag old == 1) { // $3-1 code block

Im mr addr calc(x old, x_old

st = Calculate Desﬂ@f Td
destY = Calculate DestY (x_old, 1a) /
x=x0ld +1;

ss 2 mg old == 1) { // $3-2 code block

(x old <

out WE = 1;

out_Addr = addr_calc(destX_old, destY_old);
} e

}
1/ other code in S3

Fig 3.2

So, what is going to happen?



So, this is my stage, it will create a state single state in the controller FSM and it will
actually there a two-stage pipelining happening. So, stage 1 and stage 2. So, this is how it
will look. So, this is the inner loop. You can see here there is a loop here and this is the
outer loop right so; that means, whenever we apply a pipeline it will create a single state,
a single state in the controller FSM and within the single state there will be multiple

stages because it is a pipelining there will multiple stages.

And the example that I have taken it has two-stage pipelining and there are two stages. In
the first stage, you calculate the address x and y and in the second stage you write into
the array in that particular address ok. So, that is what is happening. You can see here the
stage 1 I calculate the address and then in the next stage, I just write this. So, how I can
convert this into C code. You can understand that these particular two stages happening,

but they are actually executing two different iterations.

And there are some stage signals are there in the controller. So, for example, this is the
flag for stage 1 and this is the flag for stage 2. So, I will just write this is my state 3. In
state3 if this particular flag is 1; that means, the state2, 1 is enabled I am going to
calculate this right and if this particular flag is 1, then I am going to write this ok. So, this
is how I just and it is basically in the RTL it will be always like this and these signals are

already available right.

So, and this is actually executing i+1"™ iteration and this is i" iteration and the
corresponding data will be also stored in x and y right. So, I do not have to take much
and this will be my generated RTL code, I mean generated C code where I have a state I
have two substages which is nothing, but control by this flag and whenever this flag is 1

that particular stage will be executed for an iteration ok.

So, this is also will not create many problems only the basic syntax to be understood and

can be managed.
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@ipelining

+ FIFO Style and Ping-pong Style

N
void model_flov(int A[LIMIT), int  void mdule_2(jdt BLINIT], int
FILIMIT)) { DILIFTTIT { e 157
int B[LIMIT], CILINIT], int 1; A B /Qo

DILIMHEfERAT); for(i=0; i< LIMIT; i++) 7

nrpxa DI4] = B[4] * BL1];
//HLS STREAN pragea 1 )
//applied to B, C, D and E A
J nodule_i(A, B, C); m@m CILIMIT], int -
{

nodule 2(8¢ D)/—"
mmle}(ﬂ(g;y’ int i; / 3
nodule 4(0, E, F); for(i=0; i< LINIT; i++) o= 4" o

} E[i] = C[i] * C[i);

vo))nt ALLIMIT), int] }

BYSHERT, int CILINIT)) {
int §; w@\@w D[LIMIT], int
for(1=0; 1< LIMIT; 1#4){ ~hnt FLINIT)) {

B[] = A[i] * §; int i;

O[] = ALi] * 2; for(i=0; i< LIMIT; i++)
b F[i] = D(i] + E(i);
} }

The real problem or the real challenge will come whenever we handle the task level
pipelining which I have already explained it in the previous class where I just talked
about the data flow optimizations which is basically when you have a sequence of loops

you can actually run them in parallel right.

So, for example, here I have module_1, module_2, module_3, module_4 the same
example. I have explained in my previous classes and you call them in sequentially
module 1 2 3 4. So, if you run this in C the module_1 will execute first, then 2, then 3
and 4. It is basically total execution time will be the execution time of 1 2 3 4, four

modules time right.

But, if you just apply this task level pipelining in this loop that I have applied here in the
data flow, what the RTL tool will create it will create four modules. One for each module
and then these modules will run in parallel right and the data that is generated by this will
be stored in a FIFO in this FIFO because there is a channel from module 1 to module 2
and there is a dependency because module_1 is creating B it is used here creating C it is

used here and so on.

So, it will create it will put some intermediate buffer which is either FIFO or Ping-pong
style and then what will happen in the hardware these four modules will run in parallel

and whenever some data get produce, it will be written here and this module wait for any



data whenever the data available it will start the next iteration right so; that means,

ineffectively all these models running in parallel.

And they actually have a synchronization because if there is a blocking read whenever
there is no data you cannot read it and when the buffer is full you are going to write it.
So, this is how they will be synchronized ok. So, now, you can understand this particular
module is running in parallel all modules running in parallel and now I have to write that
execution in C and I cannot just write this because this will not be cycle-accurate because
as I mentioned here to execute this C code, it will total time will be a time of module_1,

time of time module_2, time of module_3, time of module_4.

But, here since they are all running in parallel one clock all four modules is running. So,
this is not exactly this execution right. So, I have to make sure that my generated C code

is cycle-accurate otherwise I cannot debug my C code right.
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Task level pipelining

G;o\? " module_2 - Ry

/ 0
N
A—> module_1 modue 4 —

el Ve
20 a module 3~

So, to do that we take a very nice idea that what I am going to do I create a global
main( ) ok. In the global main( ) what I am going to do I am going to call all these

modules in parallel.

So, the idea is that every clock you execute one state of all four modules ok. Say suppose
my module 1 state diagram is like this. So, let me explain this the basic idea here is that

in every clock I have to execute one state of every module that is the idea.



So, what I am going to do it here I am going to say this is my say the state diagram of say
module 1 ok. So, this is the controller FSM. So, there are three states right. So, S11, Si2

and Si;. How they transits have the transition happen that is given here.

So, in the model that I am going to create, I just put these three-state in parallel. If there
are four states I am going to put four states in parallel right and I always maintain what is
my current state. So, whenever I just call this function the current state will execute say
suppose the current state is say si1. So, this current S;; will execute and say in the next

state is under the current condition is Sis.

So, then the correct state will be returned into Si; and then it will end and it will go back
to here next time whenever I call because my current state now is Si3, now S;3 will
execute right. So, basically, you can see here I have a created module where I just put
these states of the actual FSM in parallels right and there may be many states here I just
put 3, but it can be 4, 5, 10 states and I always maintain a flag which is the current state

and whenever I come here I execute the current state.

So, what is going to happen here in state_2 which is a single clock in my cycle-accurate
model, I will execute one state of this module, one state of this module, and one state of
this module then I will move to the next clock. So, this particular model is cycle-accurate
and it actually captures the parallel execution of the whole four modules right. So, that is

the idea.

(Refer Slide Time: 53:26)

Objective -- revisited

Our aim is to perform RTL to C reverse engineering to generate equivalent C-code.

MUST satisfy: MUST §
¢ fast simulation Jﬂ%;w ping to memory modules,

+ functional correctness of the RTL mlmed function calls,
¢ cyce ,_agm'a_tmmulm Mﬂﬂﬁ execution frameworks invoked by loop unrolling,
* accurate wﬁm—agﬂ /Ql#m g, task level piplining etc.
* generate a highly readable an accurate simulation of plpelme stalls
debug frleW



So, let us now just move to the generated let me just revisit my objectives. So, I have
generated C code which will always give you faster simulation I will put this since I have
taken care of all the inconsistencies all these things. So, my generated RTL will be
functionally correct and then I also make sure that this is a cycle-accurate simulation
because I actually keep all state information as I mentioned earlier and it actually gives

you accurate performance because it actually can execute the clockwise behavior right.

And since I just put all the registered names as it is. So, it is a highly readable code and
also debugs friendly because I can always analyze things in the context of Verilog. So,
all the objectives that I specify is satisfied right and I also mentioned how to handle
memory, how to handle function, and how to handle this loop unrolling pipelining and
pipelining everything. So, all these objectives is supported by the RTL to C converter

that I have discussed today. Just to conclude I will just give you the results.
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Properties of the Benchmark

¢ We performed experiment on several standard example programs from CHStone
Benchmark Suite and Bambu HLS Tool.

* dfadd, dfmul and dfsub are control intensive benchmark programs with several
conditional statements but no arrays. Whereas larger benchmark programs like des,
aes and mips are data intensive programs with several arrays and function calls.

Benchmark | #Lims, | #If-else | #Array | #Func | #Loop
aes.dec / 949 /24\ ,(S\ ,{3\ /T(’
aes_enc 979 /24 \ /15\ /11 \ [13\

des TR ERYN R
mips 313 0 \ 5 \ / 1 \ 5
dfsub 955 34 1 {1 [ o
dfadd 554 32 RIE 0
dfnul 522 8 1 [T Lo
arf s T2 o ivo o
motion \ 52 / \0 / \0 / \0 \O
waka \3_3/ D i~ ==
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Parsing Result
A
Benchmark [ #C | #RTL | #Gen-C | Parser/Runtitve(s)
acsdec | 949 | 315N [ /570N, /0334
acsenc | 079 | 2199 \[/ 484 \| ] 01T\
des | 304 || 2330 || 2856 | 0189
mips 313 I 1779 5906 0.848
dfsub 955 | 2203 2856 1.097
dfadd 554 | 1724 2132 0.646
dfmul 522 | 2287 2858 0.593
arf 53 | 351 375 0.010 |
motion | 52 [ 415 471 | oo Y
waka | 33 | 210 |\ %1 Vooor

So, we have taken various benchmarks. You can see these benchmarks are very big it has
lot of if-else, arrays, functions, and loops. So, they are very complicated examples right
then the parsing time we convert the RTL that is generated for this benchmark by Vivado

HLS, we convert back into generated C. We can see here the number of lines in the

VAV

generated C and the RTL is mostly similar.

So, this is the number of lines in C and this is the parsing time you can see here within

one second we can actually generate the C from the RTL which is very fast ok.
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HLS simulation Result

* we compare our simulation Framework with Vivado HLS C-simulation, ModelSim C £

RTL simulator, Verilator Simulator and Vivado HLS RTL Co-simulation (XSIM). / /
fo:
Beochmatk | tion Time
FastSim|C-sim[Speedup RTL Cosini[Speedup{ModelSip[Speedug|Verilator/8peedup
aes_dec 20.176 /|14.442] 0.72x Bldx | T80 | 269x | 364 | Dhx
aes_enc 19.32 \ 12.656| 0.66x / 4389 \ 227.2x 4693 242.8x | 296.23 15.3x
des [ 3443 2800 ] 082 [ [ 34672 || 1007.9x | 36024 | 1047x | 72301 | 2lIx
mips 1.782{ 0.985 | 0.55x \ 2620 / 1455.5x 2885 1618.8x | 20.4 11.33x
disub Y0807 {0717 | 080 | N8 | 1 1 | I7hx | 4117 | 5k
dfadd 0.629 ] 0.561 | 0.89x il 11.20x 13 20.7x 3.92 6.2x
dfmul 1.062] 1374 1.29x 10 9.43x 17 16x 7.165 6.8x
arf 0.624[ 0.601 | 0.96x 6 9.7x 11 17.7x 3.93 6.33x
motion 0.491 \ 0.565 | L1.15x 6 12.24x 10 204x | 3.3025 | 6.73x
waka \ 0411 0454 | L10x 8 46x 11 26.77x 272 | 662x |
Average [N\ |4 [(091X) (| 298.40x 326.45x [ ) (10.13x |
TS N



So, this is the most important result. You can see here we have taken these benchmarks
and this is the time taken by our tool FastSim ok. So, which is our converter and this is
the time taken by if we simulate the input C code using GCC and this will also I simulate

using GCC.

And then I take this RTL co simulator of the Vivado HLS. We take model C and the
verilator the tool that I talked about earlier ok and we can see here if we compare the run
time, it is 91.91. So, it is bit slower 0.1 percent slower than the C simulator. So, almost
we achieve the speed up the time which is similar to the C simulation right. So, it is the

say 20 seconds, it is14 seconds, It is 0.6.

But, RTL co simulations its slower we have already discussed earlier and our tool is
almost 300 times faster than this RTL code simulator, with ModelSim it is 326 time
fasters, for Verilator it is 10 x faster. This is also generated C++ code, but this is since it
does not take care of the data path and controller it is not that faster. So, the tool that we

develop is as fast as the C simulator and it is much faster than any RTL simulator.

So, this RTL to C conversion is actually really helpful in having a faster simulation

verification of High-Level Synthesis ok.
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Results for Loop unrolling and Pipelining

+ Wealso compare simulation time after applying loop unrolling and pipelining
optimization.

Simulation Speedup
Benchmark| FastSim(s) | RTL Cosim | ModelSim | Verilator
aes_dec(u) 316 135.13x 142.47x 12.58x
aes_dec(p) 33.57 126.57 136.64x 12.77x
aes_enc(u) 26.07 155.96x 169.12x 14.48x
aes_enc(p) 32.62 127.49x 137.12x 12.58x
des (v) 14 607.05x .77 TTix
des (p) 46.5 797.22x 829.87x 20.35%
Average 339.90x 356.99x 15.03x
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Results for Task level pipelining

+  We apply dataflow optimization for both FIFO and PIPO style on some standard
example and compare the simulation time with other simulators.

Simulation Speedup
Benchmark FastSim(s) | RTL Cosim | ModelSim | Verilator
toy (pp) 2.7 20.46x 22.3x 6.06x
toy (ff) 26.6 18.73x 20.11x 5.4x
mergsort (pp) 312 25.2x 28.6x 8.7x
Insertionsort (ff) | 39.5 21.7x 23.8x 7.6x
histogram (pp) 42 23.3x 26.2x 9.4x
FET (pp) 15312 117.6x 124.2x 10.1x
Average 37.8x 40.9x 7.9%

So, there are some results for unrolling pipelining, but that is not so important because
the basic idea is important we also have results for task-level pipelining for various

benchmarks and we have a getting a benchmark speed up there as well.
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Performance Estimation

+ We analyze and compare the performance of our framework as shown in Table on

the benchmark examples.
<, p
ivado Syntbesis|  FastSim RTL Cosim
ock cycles)

Bench (Clogk cycles) | (Clock cycles)
(M

—Max |(Min/ Min | Max
aes_dec| [ 7 7 )] 75654 | 5654 | 5654 | 5654
0)

aes_enc| \J 3006 [ 3006 | 3006
des 1250657 125321 ([ 125425[(12542) [ 125425 1254257

mips | ? 7 73383 [ 3683 | 3383 | 3683
21 9

dfsub | 8 9 19 19
dfadd | 7 20 9 18 9 18
dfmul | 8 22 12 20 12 20

arf 7 7 7 i 7 i
motion | 6 6 6 6 6 6
waka | 2 3 3 3 3 3

So, the performance which is I just try to highlight here. We can see here this FastSim
give a performance is similar to the RTL co simulations you can see here the minimum

clock and maximum clock always same as the RTL co stimulation.



So, it is actually gives an accurate performance estimation that I mentioned earlier and C
synthesis also gives some approximate in some cases it cannot give specifically if there
is a loop where the loop bound is not known, but in our case, you can always give
because we run the actual data right and it is exactly same as RTL co simulations. So, it

actually meets the performance estimation requirement.
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Summary

+ we convert HLS generated RTL to equivalent C-code by taking advantage of RTL
structure.

+ The generated C-code is used for faster simulation which is around 300 times faster
than tradition RTL simulators.

* Our tool also support advance HLS optimization such as unroll, pipeline and
dataflow.

+ fast simulation

+ functional correctness of the RTL

* cycle accurate simulation

* accurate performance estimation

+ generate a highly readable and debug friendly simulation code

So, in conclusion. So, in this class, we discussed an RTL to C conversions for High-
Level Synthesis and we have shown that particular C can be used for faster simulation
verification of High-Level Synthesis and our tool supports all the requirements of an
RTL simulator. So, that way it can be used for simulation-based verification of High-

Level Synthesis ok.

Thank you.



