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Module - 3 

Logic Optimization and Synthesis 
Lecture - 3 

Two level Boolean Logic Synthesis - 3 

Welcome to the last and the third lecture on module 3. In first 3 lectures, I mean so, we 

started in this three part lecture, is the idea of two level Boolean logic synthesis. So what 

was the idea? The idea was that, we have taken cycle second of specification from high 

level synthesis tools. We have generated the RTL and from the RTL we represent them 

as Boolean functions, and then we wanted to represent them as a in terms of minimal 

terms of gates. 

So if you think in terms of Boolean functions, then it will be the minimum functions 

have to be represented in such a form? So the minimum number of terms and minimum 

number of product terms and in each of the product terms, the number of literals should 

be equal and should be as minimum as possible. So, that they can be represented in so, 

that they can be represented in minimum number of gates. 

Then what we have discussed? Then we have founded that any Boolean function can be 

represented as prime implicants integers. So what are the prime implicants? Prime 

implicants are the product terms in which the product term is not totally included in any 

other term; that means, prime implicants are all necessary to form a function. 

Then the next function what we saw, when you have seen that some of implicants 

essential implicants, that are in minterm or some term or that actually contain some 

which is not available in any of the implicants; that means, so they are prime implicants 

are essential implicants, implies that representing the Boolean function that essential 

prime implicants must there. Then next thing what we have to do? We have to find out, 

we have to select the subset of the prime implicants such that they cover the function. So 

what you mean by covering of a function? 

Covering of function means that for all the minterms of functions, that the prime 

implicants contain it. So this is the rational what we have seen in the last two lectures, 

and the last lecture of the three part, we will see how we will find out the subset of the 



prime implicants that covers the entire function and we have also said that when we 

mapped the problem for that minimum two level Boolean logic synthesis, that is 

implementation using minimum number of gates. So once we have found out the prime 

implicants and finding out the minterms and we make the constraint matrix that we have 

seen in the last class and it remains. Just find out the unit covering problem or a subset, 

subset finding kind of a problem or you have to find out the subset of the prime 

implicants products, such that they all cover the minterms in future. 

So now no longer remains the problem of VLSI or circuit. It will become the problem of 

synthesis. When you have to find actually which is the unit covering problem, such that 

we have to find out the minimum number of prime implicants or prime implicants of 

minimum weights, whatever when you can forget about the calling them prime 

implicants, finding minimum number of columns of the constraint matrix such that it 

covers all the rows and that should be, and there should be multiple solutions for that. 

And you have to take the solution which is minimum cost. So you can give cost of each 

of the columns, for example, if the number of terms in the number of literal in the prime 

implicants, which have a high weightage of so on. 

Then what we say found out that, they represent the whole problem that constraint matrix 

and we found out the matrix is very large and it can be preprocessed to bring it into the 

reasonable size, and you can apply the unit covering problem or prime subset problem. 

So how do you do? That first you have to find out the essential columns so if you have 

essential columns you have essential implicants, you have to take them, you have to 

include those rows. By including those rows you have to find out the rows, rows will 

have already in covering. So that you can eliminate those rows and column has been 

taken into account. So, next you find out the row dominance and column dominance by 

applying the row dominance and column dominance.  

What you will get? Some more rows are getting covered and some rows can be 

eliminated, and some columns can be eliminated by using the concept of row dominance 

and column dominance. Finally, we will have the small matrix where more 

preprocessing can be done to minimize it, there you will try to apply some algorithms to 

find out which is the minimal subset of a h. Those h columns to be taken to cover the 

matrix. 



(Refer Slide Time: 04:19) 
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So that, we will be basically landing in that algorithm, how to do that? We all have the 

technique which will actually call the branch-and-bound which will see that is the 

branch-and-bound. To find selecting a algorithm to find the cover that is what the at the 

end of this class how do you do this? 
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So before you go there, go what exactly branch and bound. So we today solve those 

branch and bound. So before going to the exact algorithm just we will give the idea 

behind that, for example, we can represent as you have seen in the last class lecture, that 



the unit covering problem we can represent using the equation like this. So; that means, p 

1, p 2, p 3, p 3, p 2 all these. So you can have all the 1s p 1 1 to 1 equal to all or p 1, 

sorry p 4 all of them dot, dot all of them which this can be one solution this can be one 

solution which can be definitely covered. There can also be a solution to that which is 

not and other solution is that all of them can be 0s.  

If all of this are 0s, obviously this is not a problem but, you can think all the possible 

values to the all the columns. It can be all 0s to all 1s, obviously all 1s is a solution, all 0s 

is not a solution but, you have to find out the proper subset, for example, 0, 1; that 

means, select first, third and sixth, so forth there can be a solution. So this equation or the 

unit column can also be represented in terms of the tree. 
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That is if you consider each node in each in the first level you can consider the root node 

corresponds to the first column, second level nodes corresponds to the second column 

such that so forth. So the leaf nodes corresponds to one of the solution. So if you take the 

left most edges throughout for example, this is your root and you come down to this, this 

is your leaf node and you can think this all the left edges first one corresponds to PI 1 

this one corresponds to PI 2 and this one corresponds to PI 3 and this to say last p n.  

So if you take the left edge you say that I have not taken PI 1, PI 2 and so on this will 

represent all zero in this cases last one that one is also PI n and this one will corresponds 

to all the 1s for this you have taken all the edges. In other words what I am saying is 



solution problems solution speaks can we represent in terms of trees and we have to find 

out we have to take the path to a leaf. So not all the leaf paths will be valid because it 

will not cover it so, some of the valid nodes you have to take, so it corresponds to leaf 

nodes inside it will be multiple solutions and you have to take which is having minimum 

number of weight and how are weights assigned weights are assigned in term of you can 

say that number of weights can be number of prime implicants involved all the all the 

prime implicants are compactable with and you count them the solution which is having 

the minimum number of 1s will have all 0. 

Means no prime implicants is selected all one means, all the prime implicants are 

selected. So you can think that the more number of prime implicants selected you add 1 

to the weights 1 prime implicants means, weight 1, 2 prime implicants means, weight 2 

and so on. So you add up with the weights and you will get it so, solutions which will 

have the minimum number of implicants will be your solution and you can go for more 

finer way of thinking prime implicants can be individually put away like number of 

literals in the prime implicants like x is a prime implicant weight one this is a one c and t 

if x is a if f if prime implicant is a a b c d it is having I mean that four kind of the thing. 

So you can devise new extra weights. 
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So that some of the technique we will see for the basic core idea is that whole problem 

can be represented in terms of the tree multiple optimal solutions are intentions is to find 



one of the; that means, we can find 3 or 4 solutions 3 or 4 prime implicant and all 

corresponds to 3 of the equal value and you are deeming to find out the number of each 

literals so that it can give you a final value. 

So again if you can host another binary tree you can easily understand the order of the 

order of the complexity is exponential number of paths or number of key floats are 2 to 

the power of n. If n is the prime implicant so again this problem is not a simple problem 

it is in terms of complexes then it is a exponential order of complexity through solve the 

problem. So bound and branch algorithm if you take in a complete manner I mean that 

the you explore all the parts of the tree then exponential solutions will be there but, we 

can see this we can minimize this of course, worst case will be the problem solution is 

the exponential but, let us try to how to minimize the how complexity reduces update 

again we will come back to heuristic. 

So in essence this what you say in essence this branch and bound tree is an exponential 

kind of problem. So what we will do? We will not try to explore all the problems put 

some heuristic and some of the branches we will stop at the some level and this branch 

we are not going to try and most it will not going to give a very good solution and at this 

point some heuristic are coming into picture and they are estimate what can be the 

solution? And if you explore the solution for this branch so if you can find out has this 

branch has no exponent meaning which is not going to give you a give a good solution, 

then do not explore the branch to go to another branch and try out at this point heuristic 

are coming into picture. So heuristic will tell you do not explore this parts it is going to 

give you a solution.  

So that heuristic will actually estimate solutions for a branch in a very quick way. If i go 

on exploring the branches I will get an exact answer. So that will actually going to take a 

very long time for it. So what I will do is that for each of the nodes I can try to estimate 

what can be the possible solution or what ways of the solution? If I explore that path and 

that can be done in a very fast manner following the heuristic finally, solution may not be 

attractive I mean exactly will give you a value on best go that value you can decide you 

can explore the path or drop the path and try on another path. So complexity will come 

done if you are not exploring the all the paths of the tree. So that is the idea. 



So branch and bound procedure for this the solution is the binary tree actually that is 

becoming a much unnecessary and complexity is exponential are actually as I told you 

correspond to a column left and right correspond to the column being considered in the 

corner column is not taken if you go for the standard this way is not taken. If I come out 

by this path but, at node or corresponding column is taken obviously you have noticed 

that for some columns there may not be node for some tree may not be a node in the tree 

considering that resulting in elimination of some nodes due to dominance inclusion or 

essentiality just like I told you always I there is a mis by take path by path by force for 

example, if I select if I select a node it has a column if I do not select a column for some 

of the nodes or some of the I mean some of the minterms or some rows or some of the 

minterms are represented in rows. 

So they may become essential because there will be a 1 1 in a row all that will see in 

examples. So it will become an essential row that will be sorry that implies a column to 

the essential columns by eliminating some of the nodes some of the nodes and land up in 

some of the situations like some of the prime implicant will be essential prime implicant 

and that force you have to take corresponding prime implicant. So in that café there will 

not be two solution possible take any one of them that is some of the solutions so will 

solutions will start becoming invalid just for example, you take prime implicate one you 

say that node number one any doing that you eliminate some of the rows how you will 

eliminate that columns will have three columns.  

So all the rows corresponding to three gets eliminated. So and in reduced matrix because 

these some of the other may corresponds to having a single one in that row that will 

make some columns h essential columns and then you have to by force you have to take 

the some of the some of the exponential space becomes flexible and become fixed. So 

that is what said here but, overall it becomes an exponential problem. So by using the 

heuristic I mentioned above try to reduce the complexity. 
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Now you can determine the given part of the search space that does not contain any 

solution better than the one we have found. So far, we can avoid exploring that part that 

search space altogether actually that the heuristic. So, what is the heuristic? Say if you 

can determine the given part a of the search space, a sub tree routed on the non-leaf node 

for example, it may have a lot of trees over here, it may have the intermediate node and 

that and if you explore down these paths no better solution currently which you are 

having better you can drop it all together. Now who can do that? Who can find out in a 



very quick time exploring the sub tree that is where heuristic will come into play. So that 

what is the idea?  

So basically what you want to say is branch-and-bound algorithm branch-and-bound 

algorithm got a we are branching and finding out, we got any better solution and 

backtracking other spaces other other other parts. So we resort the two basic ideas, 

organize the search space in form of a binary search tree and explore the branches of the 

tree and also I can say you can put a heuristic over here or what will the heuristic do? 

Which branch of the tree is not ideal not essential to it is not fruit full to explore and you 

try other paths, it has the three paths, search path in the tree binary explores the paths is 

actually branch-and-bound and complexity is very high.  

So you put the heuristic over here and heuristic will you tell which you will tell it is not 

good to explore. So that you can branch and track back like now; that means, what? How 

you solve the problem? 
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So what we do for efficiency? We need to some scheme to estimate the lower bound cost 

of a solution without fully exploring the search space that is the heuristic. So what is the 

heuristic? Heuristic is the scheme that will estimate the lower bound of the solution the 

mean of this much amount you have to take meaning this minimum amount of prime 

implicant you have to take without exploring the search space actually that is very 

important without that we have to estimate the prime implicant required; that means, 



solution cannot go beyond this solutions are some of the approximate thing we have to 

have a front kind of thing lower bound.  

So for example, minimum number of requirements will be three that is the exact value. If 

you are heuristic you might land up into a case minimum number of requirement is two 

minimum number is one and like that or your heuristic is like you can say minimum 

number of requirement is four or something like that so, some deltas will be there, with 

those deltas you have to find out you have to make out it will help you with exploring or 

some of places the when we find that exploring a given path would lead to more 

expensive solution and retract to other branches to the tree. 

In other words at any given node of the search tree we have selected and rejected some 

columns right so, the root node you take left path, you have not taken the root you have 

taken the right path and root node then these columns are identified by the path from the 

root of the tree to that node. Hence, at a node we have a partial solution if the cost of the 

partial solution expects exceeds the expected value clearly we can a bound abandon the 

path abandon the path and track back. So what it is saying you take up the left path so 

left path is you do not take it.  

So right path is you take it, next node is you take this you are taking the h column 

corresponding to the root node that each intermediate node you have a sub solution you 

have taken prime implicant a, b, c, d also both are taken not taken prime implicant a 

taken prime implicant b and c everything. Now your estimate algorithm will tell you that 

after your sub tree starting from the from this node root the sub tree here what will be 

actually sub tree here? Which is the sub tree? So what can be the minimum cost of the 

sub tree? So you should add up the minimum cost of the cost of the sub tree you have 

incurred still now like for example, here p 1 you should take this node; that means, you 

have already taken p 1 current value is 1 then you add up with the estimated value of the 

sub tree. 
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So if you add here and find out that solution is so much greater than the I mean estimated 

cost or cost estimation you have or the cost estimation worst than the present solution, 

then the stop traversing this path and try to take this path that is how you do it? So 

therefore, actually so what we do in branch-and-bound essentially we will try out 

different path and find out the estimate whether it is going to be good or not. If there is a 

possibility the solution is better than my solution, better than my quality of estimate I 

will use otherwise I will not use so branch-and-bound tries to estimate the best solution 

but, still be found by proceeding from the current node then I have to progress to other 

branch or you apply the same thing if you do not take the path, take the other path again 

you have to repeat the algorithm and find out whether the solution is greater than the 

path which is I have is discarded.  

If again you have to go back with that discarded path and this path is most costlier than 

the other. Now a very important part of branch-and-bound is you have to pick a answer 

you need not go to exponential algorithm, then the way your computing the upper bound 

in a particular column more of your competition you can tell me this number of prime 

implicant is a very very important point in this case of solution or many of the other 

heuristic. You need to calculate the lower bound or an approximation or many of the 

heuristic algorithms. What you do is you think of this branch-and-bound are proposing a 

solution or mapping a solution by binary tree or a binary search tree very very important 

paradigm which is used in many other places of engineering and computer science. 
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What you explore the complexity? It will be the exponential complexity then you have to 

find out the algorithm which can estimate the minimum to traverse this path that is this 

lower bound complexity is very very important as well as this as accurate as possible as 

well as it should be very exhausting algorithm I am sorry highly complex algorithm you 

should be very fast to do it. So branch-and-bound algorithm is computation algorithm 

bound should be fast as well as accurate as possible. So branch-and-bound algorithm for 

unit covering problem generally near prog near actually I know that this are all 

contradictory but, accurate estimation it should be fast and contradictory.  

So Unate covering problem generally provides a near optimal solution because this lower 

this lower bound estimation execution is low and always accuracy is very high, that is 

why your branch-and-bound will give a near optimal solution and but, it may not give up 

the exact misconception instead of explaining all the branches of the tree and exponential 

algorithm you solution will always be solution will always be the most optimal solution 

because again I told you in had told you in the beginning in starting in every lecture I am 

saying that most of the design algorithms problem are exponentially in nature, here also 

we have proved that we can actually map the algorithm and binary tree which is again 

the exploring the 2 to the power of n nodes or number of levels you can think or number 

of prime implicant you can think therefore, each complexity is 2 to the power of n and if 

you map 100 or more than that. So you can never solve in a particle time therefore, you 



are bringing this lower bound heuristic and that is how our solutions are going to be 

approximate. 

So before we turn out attention to this computing this h lower branch-and-bound let us 

look at the branch-and-bound algorithm to the Unate covering problem in harsh. Let us 

see what are the steps we do and we will see? How exactly you can calculate the h lower 

bound? What you do executer the lower bound algorithm? And we assume that the 

heuristic nature available which will tell you which is minimum bound or minimum tells 

you given a constant matrix what is the minimum number of nodes required to prime 

implicant covering? 

So first you execute the lower bound computation algorithm of the constraint matrix and 

generate the initial lower bound which is lower bound and current cost is set to 0. So first 

you have given a matrix and then you use lower bound algorithm and can find out the 

minimum number of nodes required to implement it. So you give the lower bound 1 at 

least 2 at least or 3 at least. 

So again lower bound algorithm will not give you the higher estimate so the so for 

example, I told you something that i 3 is the required prime implicant to cover delta may 

be 4 or 2, 3, 1 generally we will see that we will not got this upper side, we will always 

go to the lower side for example for example, three implicants are enough to cover it. So 

we will not report 4, 5, 6 in the delta side we never report c 2 1 and so on. On the lower 

bound because they are in lower bound saying that minimum number of things are 

required. So it may form whatever bound you got slightly increase or to we will not to 

the other way, we will not go to the higher side like 4, 5, 6 and then real algorithm or the 

exact algorithm will bring it down because our computer is heuristic is generating low 

fall point that is minimum this much is required. So even they may require more than 

that initially you generate the lower bound and totally given stand and do all the 

processing and then you set current cost is 0. 
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Why the current cost is zero? The current cost is zero, because we are we are not selected 

the any primary details. Now you select or deselect column pi first you go for this input i 

I in the solution space you take PI will be 1 or PI will be 0 if column is selected add PI to 

the power and add 1 to the current process now the weight of the current process is 1. 

Now apply reduction techniques for essential rows and all these to the constraint matrix 

and now you take a column and add one to it arbitrary starting with any column taking or 

rejecting it. Now rejecting it obviously, some is an example if you take it also it will be 

processing. So if you take it you have to add it away it you do not take it, you do not add 

away and again regenerate matrix and generate row dominance and column dominance 

and reduce the matrix. 

If all the essential columns for all the essential columns add them to the cover and 

increase the current cost but, during the preprocessing some of the columns become 

essential. So again add them to the current cost and again add them.  

If the problem is now reduced to the terminal case everything is over what you have 

done is you have done with one column and you are not doing or take a column to select 

a way as 1. Now you do preprocessing means, essential column row dominance all you 

do and you have to increase the weight a as of as by adding 1 to the each of the column 

together. 



Now if you find out that the terminal case and the cover is complete then you have to 

find out the what is the total cost? So if the total cost or the current cost is less than or 

equal to initial bound, then you have found out the approximate or linear bound of the 

number of what you say lower up of column matrix. So that I told you that initial lower 

bound is always give you the in the lower side, it will never give you in the upper side 

even if there is I mean tell me some abstract data. 
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For example in real case the number of rows columns will be 4. So you will get the 

answer c or something you will never get the lower side in the power, if this is happens 

by the current cost all the columns you have taken is less than or initial equal bound then 

you will get a good case then lower bound is returned and algorithm is terminated. 
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So because the heuristic will never report it in the plus side, it will always report in the 

negative side for example, three prime implicant is equal to the covering side your 

current cost is 3 and obviously it is reduced because you never get less than that but, in 

the practical case you may require 4, 5 or 6. So, if your algorithm is saying that the prime 

implicant you are covered till now is actually equal to a less than the initial bound then 

that solution is done you have reached a very good solution. 
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What it happens? That if the reduced matrix hat is the current cost is becoming larger 

than your lower bound then try exploring and in the reduced matrix again add the lower 

bound; that means, what that you have reserved that ordinary case, if you can check it if 

this is greater than this one, then try exploring other part if you try terminal cases are not 

being used that the then what you do? Processing will not be there in the reduced matrix, 

again the count will be in lower bound and the lower bound to the current cost and the 

how it has to be done again a new nominal case and done. So again you add a 1 to lower 

bound and add it to the corresponding. So; that means, that you are in a intermediate row. 

So the cost is 2 k, so this one path over here, one path over here is not a terminal. Now 

check that this route is included on reduced matrix and the reduced matrix over here. So 

there are I am sorry i am very very sorry so it can take or cannot take it. 
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Now actually here also will be there a reduced matrix after taking this node sorry I mean 

that we have list here saying that we have taken node if it is better in this way, now you 

have reached here, now you have taking the code like node p 1 and then taken one over 

here and print 1. 

There may be other solutions that they p q and how it should the explore but, at this point 

you have a reduced matrix by taking it 1 you have you have row dominance, column 

dominance essential everything and finally, you got a reduced matrix and not a terminal 

case got it in terminal cases you can find it by taking cone c 4 columns. What is the cost 

of the columns bounds? Then you are very good, you are reached the optimal solution 

and here stop. It is not the terminal case, it is reduced by and see if the lower bound is 

say that is in this reduced matrix it will be there one of the implicants covering and you 

add it to the current cost, the current cost is 1 over here, 1 plus 3 is equal to 4. Now you 

have to check that the 4 is less than or equal to the initial bound. 

So if you find that the greater than the initial bound you may know that even if you 

explore the place minimum explores from this sub tree, then it is minimum tree, you 

have to implement it and one you are already you are adding 1 is constant which is 

higher than the bound. So then you have to say than no I do not have to take p 1 I have to 

start taking the other path where I will not take p 1 will not take a p 1 you will get a. So, 

you will so, you will another node over here which corresponds to p 2 but, you have not 



taken p 1 you this is what you have covered again? You found out in this reduced matrix, 

you are not taking p 1 we will get another reduced matrix and again you find out what is 

the minimum lower bound in the reduced matrix? And then tally to the current cost in 

this case; current cost will be 0 because p 1 you have not taken. 
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Then if you find out it is lower than the lower initial bound and there can be a path if you 

explore this solution and start exploring the path. So this is actually what we are been 

saying. So there is the 3 the value is lower than the current cost still there is a chance of 

getting an optimal solution identify a column to be selected from the reduced matrix and 

to step 2 and read it. 

If the value of lower bound current cost is higher than initial lower bound, then there is 

no point in exploring the path undo the selection of the column last done that is what we 

are saying, undo the one in our example, undo the column in our last step consequent 

selection that is you undo everything you do not take p 1 you taking by p 1 by not taking 

p 1 you have done some actions you undo everything and actually you go to step 2 and 

traverse another the path by selecting or deselecting another path. 
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So essentially what we have done what we have done actually we have selected a 

solution, we have deselected the solution first we have found the initial column and next 

we select the row or column based on that one if you select a column you add a weight to 

1 then you reduce the matrix by dominance equivalence and essential matrix you take 

essential columns and it to the weight. Now in matrix you again add the approximation 

lower bound to columns then add it to the current cost.  

If the current is cost actually lower than the initial exploration then you can say that it is 

profitable that you can do it, if you not if the value is higher than the estimated path you 

discarded the path and what you mean by discard the path? You go back to step 2 and 

undo everything, undo means? If you have taken column one you do not take column 

one, if you have not taken column one, you take column one and some actions you have 

done you have to undo all everything and again you have to explore the path and you 

keep on doing it. You will find out the path where your solution is equal to or less than 

the current bound. 

If you can do it now where is the approximate path here because some of the points you 

are using a lower bound computation. So, lower bound is you find out the heuristic 

algorithm and always may not give you the very correct solution. So if you are not 

getting the correct exact bound some of the paths you may leave saying that the lower 

bound is 2 and if fact you and very much attracted by saying that saying that the lower 



bound 2 to find start exploring the path, when you are going to the path you may actually 

say that the cost will be 7 or 8 it may happen something like that. So because the lower 

bound algorithms are very tight, it will never give you the additional value delta will give 

you the value.  

So you can identify that this path exploring the sub tree will give you the solution with 

the cost of three prime implicant explore that path in the end, you find out that the cost is 

5 and 4, 5 or 6 something like that is not a very good idea for exploring the path and 

similarly, some of the path reported as 2 but, in fact if you really explore the path the 

value will be really 2 only 2 or 3 maximum 1 delta will be there. So you could have 

explored that path and got the better solution because of this heuristic you may land up in 

a path which is showing that you get the value of 3 but, becoming plus 4 or plus 5. So 

you have gone to a different bad direction. So you are getting a solution which is higher 

than the value. So all this may things may happen. 

So now we will see how can you compute the lower bound. So the algorithm is very 

simple start exploring every time you lower computation tool and found out the value 

adding to the current path, if you find out the path is good exploring good exploring you 

undo the path and try other path. 

Otherwise simple algorithm you follow that there is actually branch-and-bound 

algorithm with heuristic. Now we will see heuristic, how to calculate the lower bound? 

Because in this branch-and-bound algorithm which is very straight and simple the heart 

of the algorithm is that the how accurately you compute the lower bound lower bound is 

accurate algorithm, you will find out the solution and you better lower bound is not good 

your solution will not be good. 
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So before we do that some definitions are there. So given the covering matrix constant 

matrix or whatever suppose that two rows have non-zero columns in common we say 

that these rows are independent, that is column is disjoint for example, if in one row you 

have 1 1 0 0 and in second row you have 0 0 1 1; that means, these rows have no places 

in common; that means, this is p 1, this is p 2, this is p 3 and this is p 4. So they are 

actually to cover this you have p 1, p 2 to cover the second row you require p 3 or p 4. So 



if this happen what is the these two rows are? These two rows are column independent; 

that is row disjoint column disjoint that is 0 1 1 0. 

This is row one, this is row two and so again see to cover, row one you require this 

column to cover row two, you require this column; that means, they are column disjoint; 

that means, that they have no common in both row. So if the more number of columns 

disjoint rows more number of prime implicant has to be taken. So obviously, you require 

two different columns to cover these two rows in general the argument has n row that are 

disjoint pair wise we require n columns to cover the matrix. So that is obviously in this 

case the rows are said to be independent set of rows, each of the rows is in the that is 

prime implicant row or the column are independent of each other. 
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So in the constant matrix given below correspondingly to minterm 1, this is your matrix 

this is there, so you can see that in the constraint matrix given below row corresponding 

to minterm 1, minterm 2 and minterm 5 are independent and so are 2, 4 and 6. So if you 

see this if you take row number on in this sorry if you take row number 1 just consider 

this row you can see that row number, you can see that you can see that it does not have 

anything in common once, in common row 3 in 1 row 3 have 1 in 2 and 3 and row 1 has 

1 in row 1 and 6 row number 6 has a sorry h 1 3 and 5 sorry 1 3 and a 5. If you take 5 if 

you just find out a 1 in place of 4 and 5 h excuse me. So that is what, so if you have to 

cover the 1 3 and 5 3 columns are required. So for example, if you take PI 1 it will cover 



minterm 1 and if you take PI 3 it will cover minterm 3. So if you take minterm 4 5 you 

have take 4. 
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So in other words 1 3 and 5 are all column disjoint rows are independent rows similarly, 

if you take minterm 2, minterm 4 and minterm 6 you can find out that there is no single 

column common for 3 of the rows. If you have to cover minterm 2 you should have 

taken PI 2 or 1 minterm 4 you have take 3 or 4 for minterm 6. You have 5 or 6 so 3 so 3 

rows are required sorry 3 columns are required to cover column 3 5 and 6 and 3 will 

require to cover 1 3 and 5 of course, this independent sets 1 3 and 5. So 2 4 and 6 

between 2 these two sets there can be obviously overlap but, if you consider 1 3 and 5 3 

are required for 2 4 and 6 again three columns are required but, between these two 

subsets common sets will be there by looking at this matrix, easily you can say that lower 

bound is 3. So because there is 3 column independent rows so we can say lower inbound 

is 2. 

So that is what is the saying, so we at least need 3 columns to cover the matrix, so the 

lower bound is 3 in this case. 
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For cyclic matrix lower bound is 2. So how about lower bound? Because nobody can 

give you a lower bound less than 3, it can be more nobody is saying that it has to be 

exactly 3, nobody can give you a solution less than 3 in a cyclic matrix. What is a cyclic 

matrix? You have seen a cyclic matrix something like 1 sorry. In last class we have seen 

some example, so cyclic matrix is something like you just remember what are cyclic 

matrix is so there will be always two 1s, you cannot reduce the matrix as you can see this 

one, this one, this one and this one these matrix cannot be reduced. So this is a cyclic 

matrix. So nobody can solve it in the single column. So there is not reduction possible 

there is no column with 1 so at least the lower bound is 1 plus 1 that is equal to 2. 
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In such away there is no reduction possible there is no column with all 1s. So it will work 

always 2 but, it does not mean that all will be it says that nobody can find a solution less 

than 2 column why? Means there is no row which is a all one 1s; that means, the plus 1 

plus 1 plus how much i 1 plus 1 which is minimum 2 rows must be required and the 

further the matrix cannot be simplified. 

So for all cyclic matrix what I was saying for all the cyclic matrixes. So the lower bound 

is 2 so that is what is the thermo 3? The lower bound of the cyclic matrix is 2. 
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So why is it so? There is only one case the lower bound is 1. So by just beginning with 

the contra positivity lower bound is 1. So the lower bound is 1 means, that somebody 

must be able to find out the solution 1 1 this 1 1 column 1 column solution means, the 

matrix contains the full columns of 1s and if full columns of 1 then it is not a cyclic 

matrix and cyclic matrix is a case which I have already shown in the last slide. 
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So in the i t has 1s but, it has no row with all 1s. So the matrix cannot be reduced. So 

minimum 2 columns are required to solve the problem. So that is why the column is the 

lower bounds 2. So there is why the column matrix is not a cyclic matrix? So lower 

bound is actually 1, so lower bound is 2 means 2 plus nobody can give you less than 2 

you have to add something. So these are some of the thermos. Now we are going to see 

why heuristic to complete the problem? So again it will not give you a accurate solution, 

it will give you some solution it says that add a field w to each row which is equal to the 

number of 1s in the row. 

Choose the rows with minimum number of 1s, choose the minimum number of weight 

w. Let it be r i. So multiple values rows choose the one form the top. So for each of these 

rows you are adding you count the number of rows in that row and we are arranging it in 

an ascending order. So we are arranging it in an ascending order. So then what you do? 

You start taking it from the top. So delete all rows r j so at less at r j have at least 1 

column in common 1 row in common also delete r j. So what we are doing r i is false. So 



we now first delete this row and then if you have common 1s, if in between in other rows 

rj. So this one common over r j say r j. So in this example another rj is there one in 

common there. So another r j having one common. So you delete r i along with it you 

delete r j also repeat this two until not more no remains. 
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How many times you have selected r 2 sorry r i? That is the actually your lower bound. 

So we will see with the example that is written and then we will again come back this 

one tell the motivation of the structure because in this you see w is equal to 2, since there 

are two 1. So here is also 3, 1, 2, 3, 1 less than 1, 2 and so forth. So in this case this are 

the ways, now this is the least weight 2.  

So you start up with some other 1, 2, 3 1, 2, 3, 4 four rows are having the weight of 2 

but, again I have told you to start from top these are the keys. So this is the what you 

have said. Now you eliminate this, now tell my lower bound is 1. So what you have to 

do? The row 1 and a 1 and 2 same one is a common. So again you read is 2 they again it 

is common with this one. So again you reduce this one right this is no commonality I do 

not think there is no more commonality here. So these two are rows are reduced, now 

row number 2 and row number 4 gets deleted. So next what we do? Sorry. 
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Now it is done. It is left with this matrix. Now you can think about this, you reduced 

matrix you are having. So again you take this the third row third row you can say that 

this row you delete and you add a 1 over here. So if you are deleting a row 3 what are the 

commonalties you are having? So it has two row s it a common, so again row number 

there you have deleted you have a common of you have taken this row you have taken 

this row a common which is 6 6 also you can delete because this one is having a 

common with this one, this is gone, this again you take this one again it have common 

with this one. So this one is gone there is no more this one. So the lower bound is two 

and it comprises 1 and 3. 

So let us quickly see? What we have done so we stared with this one we started with one 

this one is having with this one this one can be eliminated this one is having a common 

with this one. So four gets eliminated and any more commons no and actually you add 

this one this row is added. So you take row this is common with this one. So this guy is 

eliminated. So this guy is having a column with this one this guy is eliminated. So 1 and 

3 are remaining. 

So this we have included so the cost is 2 1 plus 1 is 2 these are the way of saying. If you 

take this matrix nobody can solve it or give a solution less than 2 prime implicant. So 

this is the idea. 
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So now heuristic is this is the heuristic now what is the modulation? So actually 

modulation is written in this slide modulation is written in this slide then we will see 

what we have done we will see and again we will come back and explain. So what is the 

modulation? Modulation n says that why we are given weight? The minimum weights 

are two, minimum weight is one; that means, what is this row will be covered by 

minimum number of columns. So to include this it is more difficult to get this in included 

compared to this one because this is covered by prime implicant, it has the highest 



probability of selecting this row or this row of covering prime implicant but, here is the 

number is 2 some 1. 

So 1 1 in the row, so it becomes an essential prime implicant the less number of 1s, it is 

more difficult to cover this row less the probability more the difficulty we should the 

probability all the rows are provided. Idea is that, it is very difficult to cover that row 

compared to a row which is all 1s number of 1s. So that is that is why we do the 

ordering. We start with this one we take the number of we say that we select this row. So 

how do you select this row? We select this row it may either selected by this one or 

selected by this one and why you have started with minimum number of one? Because it 

is more difficult to compare with of the other case where more number of 1s. 

Now we say if row number 1 is covered by pi 1 and automatically minterm gets covered 

right. If you cover it with PI 5 so in turn 4 case so; that means, if may it is covering that 

it is having a very high chance minterm 3 and minterm 4 gets covered. So it is actually 

cutting out the problem. So you quick reducing the matrix we had but, in essential what 

we happening you will cover minterm 1 either by PI 1 or the by PI 5 but, not both by this 

case we have a choice if you cover by PI 1 you can eliminate minterm 2 or row 2 gets 

eliminated. If i if i use PI 5 you can eliminate row 4, row number 4 can be eliminated by 

or but, you do this you are doing it with a tree else portion if I cover PI 1 in minterm you 

remove r 2 row 2 or if I give by 5 you remove 5 and again you see r 3 is coming into 

picture.  

But, we do not want to do that, what we want to do? We want to do is that we want to it 

for a quick solution in this case, it will cover by either pi 1 or PI 5 but, not both but, it is 

a good chance that this will be covered or this will be covered. So if we take row number 

3 so row 3 so this 1 you do by PI 2 you can cut minterm 6 if you do by PI 3 you can cut 

PI 5 but, not both in this case, we will cut both because the heuristic will going to give 

you the lower bound. 
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It is saying that if you cover PI 1 it has a good chance minterm 6 will go and if you do it 

by minterm 5 it has a good chance row 5 will go but, not both but, there is a solution. 

That we are going to cut down very fast. So we are just seeing that we have a co-ability 

there if you take minterm 1 you cover by PI 1 or you do not say anything, you just say if 

first row is covering there is a good chance of covering minterm 2 or say minterm 4 

directly minterm 4 directly. So we cut out both of them and so, this speed is coming in 

this algorithm because we are seeing or and more number of rows in the iteration and 

there is no if else condition.  

So you are quickly going to get a lower bound obviously, you are going to get the lower 

bound but, not any positive delta why positive delta is not there? Because we I am 

covering this row by PI 1 and automatically another row gets covered by 1 you either 

eliminate row 2 or but, not both that is very much clear over here. If you take PI 1 you 

can cover minterm 1 and minterm 2 and if you take PI 5 you can cover minterm 5 and 

minterm 4 but, both of them are not going to happen but, in this heuristic in one row I am 

covering minterm 1, minterm 2 and minterm 4. So you are taking more number into 

picture, you are going to get the lower bound downside negative side not to the upper 

side. 
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We want explicitly to do that, because we want a faster solution that we are quickly 

going to reduce the number of matrix sizes and it is actually going to give you a good 

solution I mean I am sorry the it is going to give the fast solution but, bound is going to 

be in the negative side. So real solution is higher than the bound I get that is how your 

heuristic is designed or branch-and-bound heuristic is designed. If you can reach the; that 

means, what whatever the algorithm will give you is this one, this is the real solution can 

be here or real solution can be here or heuristic solution real solution can be above this or 

at the level of heuristic but, the or never be down this side.  

So that is a good sign if you somehow get your solution by branch-and-bound some 

solution you are doing if you actually reaching the reaching the value you have got you 

know that my solution is the most optimal one and cannot go beyond that one, because 

this heuristic is going to give you a solution at least the here may go above the lower 

bound but, nobody can get the solution less than that value. So if you are doing a branch-

and-bound and if you are going to given by the heuristic. So you have reached the 

solution, where nobody can give the very very less value, this is how the heuristic is. So 

that is I told you this is how you going to by saying that taking minterm 1. So I covered 

minterm 1 also minterm 4 also how it is possible? It is possible because it says that 

nobody can do less than that nobody is saying that you need not go more than 1 what the 

heuristic is suggesting. 
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That is why some inaccuracy is there. So basic motivation is that taking the shortest row 

is that because shorter the row higher the involving the covering the probability other 

words more difficult it is to be selected. So in other words shortest rows minimum 

number of rows, minimum number of rows means? That it is going to become a essential 

prime implicant column corresponding to it we have to implement it. So give some 

probability to selecting of the row told you it is also in accuracy. So very simple example 

is that let row one be selected or deleted, so that can be the case later row two has a 

common column, let row two has a common column as column one with row one row 

three as common column one with row two just read this paragraph and do this we will 

finally, happen. 
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So it is saying that let row one be selected let row has common column one so, sorry this 

is row one, this is row one, this is row two and this row three, this is 1, 2 and 3 k. Now it 

is saying that row two has a common column as row one this is both of them have one 

column one and row three has and row three has a as column two with column one. So in 

this case it is a one, this is a one, this is a one and zero kind of thing and this is also a 

zero kind of thing. So lower bound estimate in this case is a one. So how is that? So here 

the weight is 2 it is a 1 and it is 1 k. Now if you take in this case this how it will look like 

and now if you find out this whole algorithm. So you can find out the in this case the 

lower order algorithm will be equal to 1. 

So how is that one, let us see we have taken row 1 and selected it with 2 sorry you just 

represent it just with this way, note it in different way and nicely find out. So let out read 

form this row two have column one with row one. So with this row 1, row 2 we will take 

a. So we will just take this point giving an example in this case the point is going to be 

radiant. So you just remember this point and again we will come back with slide with 

this example. So how the solution is going to be a wrong estimate? So this one will come 

back to the point, so just because this heuristic we have taken some times you may get a 

wrong value. So how it is there we will take an example and come back again to this 

point. So this is the example we are talking about and the same example will show you 

that sometimes you are going to get a wrong estimate. 



(Refer Slide Time: 49:33) 

. 

So let us just go back and go, so this is the matrix. So this is the working example this 

will be used by the theory. So if you look at this, this is very big matrix I will not be 

solve it sorry. This let you can easily do that if you find out the lower bound algorithm in 

this case. So you will find the lower bound is 4. So it will be equal to 1 3 5 and 7. So you 

can just put up the rows and find out. 

So 1 3 5 7 is your answer. So; that means, lower bound is 4 in the first bound of 

algorithm lower bound is so nobody can give a solution less than 0 just you have to keep 

in mind. Now if you are doing branch-and-bound and you find out that sorry 4. Now you 

are doing branch-and-bound and solution is someone saying that then you are very happy 

you have got the solution. 
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So now what we will do now again we will start exploring. Now you have to start with 

so, start exploring the solution space later start with PI 1 in this case there cannot be any 

preprocessing done, there will be no essential column, no essential row will be there. So 

no single term nothing will be eliminated with row dominance or column dominance or 

nothing or nothing simplification can be of this matrix as of now. Now we start exploring 

solution you take PI 1 now what we do so? If I take PI 1 so atomically this row will be 

covered so again PI 1 minterm 3 will be covered.  

Let us we nice we remove this because I have taken p 1 so this is also eliminated and 

again minterm 12 is as well eliminated because I have taken the this no I have taken. 

Now in this way you can see that what happens? h this is what I have taken automatically 

PI 1 minterm 4 and minterm 12 gets covered correct? Now you have to just see you have 

to now what are the replications for that rows 1, 12 are covered column PI 2 and 4 are 

dominated PI 4 and what you seeing PI 4 are dominated PI 2 so we see PI 2 has a 1 and 

PI 3 has two 1s in it. 
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Similarly for PI 3 so no other 1s in this column and no other 1s in column. So obviously 

this PI 3 is dominating PI 2 and PI 4 by that you can eliminate this and you can eliminate 

this these two rows get I mean this two columns get dominance by PI 3. Next what is the 

case? PI 3 become essential why is that? Now you see that the row in row 3 you see it 

there is only a 1 1 in that. So PI 3 becomes a essential because in this case PI 2 get 

dominated by PI 3, PI 4 also get dominated by PI 3. 
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Now you can eliminate PI 3 and PI 4 and you have only 2. What you say this numbers 

this PI 2 are there obviously, if you look at the minterm 3 there is only a one term they 

all are eliminated. So this only one is there whole row so obviously, PI 3 becomes 

essential PI 3 becomes essentially automatically minterm 2 gets covered by this 1 and 

minterm 3 gets covered by this 1. So our current solution is what we have taken PI 1 PI 3 

gets covered  

So your initial cost is 2, because PI 2 and PI 3 is there so obviously, minterm 2 is gone 

and minterm 3 is covered by this one and any more 1s over here. So no PI 3 is obviously 

taken into picture, this is the now we will find out the so you have got the simplified 

matrix as this 1. So that is 5, 6, 7, 8, 9, 10 and 11. So this one is you matrix and you have 

taken a PI 1 and PI 7. So this is the fast type of the branch-and-bound algorithm cost is 2 

1 plus 1 2 and the lower bound is find out by using this algorithm this is what the 

structure. 
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So now we have this space. Now what is the case? It says that sorry it is done in a 

reverse way, in this case left edge right dotted edge indicate the column being taken and 

not being taken. So this one is actually a this one corresponds to taken not be taken. So 

generally, we write this left edge not been taken this is into been taken and this is taken 

generally, right in this case it is represented by dotted lines and thick lines. So what is 

that PI 1 taken obviously and PI 3 comes default into picture because of essentiality and 

PI 3 and PI 4 gets deleted. So of the column dominance so, that is being represented by 

this part of the tree.  
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Now this is the case left edge indicate that PI 1 is taken and this one indicates PI 4 is 

because of taking PI 1, PI 3 have become dominance essential and PI 3 and PI 4 gets 

eliminated because of row and column dominance sorry because of the row dominance. 

So this is what is represented. Now this is your reduced matrix. Now what you do again 

you have to apply the minimum bound algorithm. So again if you apply the minimum 

bound algorithm find out that cost of the solution so sorry the intermediate cost is two 

because you have taken PI 1 and PI 3 because you have taken the reduced matrix again 

you have to apply the what you have do lower bound algorithm.  

So if you do the lower bound computation you will find that 5 and 7 if you take 5 this are 

all gone and if take 7 7 in this case. So this one is gone what else this one is gone, this 

one gone. So you can find out the by taking the 5 and 7, this 5 and 7 this find out the 

whole matrix will be covered. So the so in this case the lower cost is nothing but, this is 

the lower bound of this algorithm which is two comprising of column 5 and 7 sorry rows 

5 and 7 when lower bound is 2 you have add it 2. So does not cost of this two because of 

column number one and column number is two add two to the lower bound of this add 2 

plus 2 is 4. 
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So now this 4 is the initial upper bound computation sorry initial lower bound 

computation initial lower bound computation is equal to 4. Now we can understand that 

is what to explore this path there is a chance that or you explore this path or you explore 

from this area these are lead to the matrix. So cost is equal to the 2 2 plus 2 that is PI 3 

and PI 4 is 4 which is equal to the lower bound. So indicate that there is a good chance 

that if you start exploring this path you may get a solution which is equal to the 4 or 5 or 

something like that at least you get a solution which it is 4 or you are in a good shape 

because nobody give a solution in less than 4 for this matrix that is already been proved.  



(Refer Slide Time: 56:48) 

. 

(Refer Slide Time: 56:52) 

  



(Refer Slide Time: 57:04) 

  

Now, again what you do? Now you eliminate now you start working on the other matrix 

he has given you the lower bound has said that very good you can explore on this matrix 

and you may get a solution equal to 4. Now what you do row? Now let us consider 

column five now PI 5 has been taken so trying this one PI 5 is been taken. So we are 

going this path. So let us assume that we are taking this path we are so why we are 

exploring in this path? We are exploring in this path because this matrix is lower bound 2 

and good chance of finding a solution. 
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Now let us take PI 1 sorry PI 5. So PI 5 is taken so minterm 5 is covered minterm 5 is 

covered, minterm 10 is covered and minterm 11 is covered. So that is a very good thing. 

Now if you see our reduced matrix will be reduced matrix will be what? So reduced 

matrix is now this portion right this is all reduced matrix. Now if you see our reduced 

matrix what is the case? If there is any what happens you see with five been taken the 

following happens row number 9, 10 and 11 are covered or say 5 is taken 9 10 and 11 are 

automatically covered columns 9 10 and 11 are all dominated by 6. So you can check 9. 

So there is only a one over here nine then what they have said what is the case 9 see 9 10 

and 11. If you take 9 sorry 9 this is 10 and this is 11 as you can see 9 will be dominated 

by column number 7 I think PI 6. So if you look at PI 6 taking a one over here and 

inserting a one over here, so it is obviously dominating column number 9 similarly, 

column number is also taken there is a one over here and extra one over here. So again PI 

10 is covered by PI 6 even for PI 11 there is a one over here, one over here and extra one 

over here so PI 6 is domination 9 and 10 so obviously, 9, 10, 11 get eliminated. 



(Refer Slide Time: 56:48) 

 

(Refer Slide Time: 58:49) 

. 



(Refer Slide Time: 58:59) 

 

(Refer Slide Time: 59:11) 

 

So 9 10 and 11 get eliminated by this one and finally, you are having a matrix of this 

size. So this one is also reduced not there so obvious p 1 you have taken. So this one is a 

really small matrix left behind this one only this sub part only. So this one actually this 

one only 6, 7, 8, 9. So where we are now from left side edge PI 5 is taken. So as you can 

see PI 5 is taken, so 9 10 and 11 all re primes over here because they get eliminated by 

dominance rule. So we are at this case. So we are at this case. 
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So now the question is that, this is a reduced matrix what you have to apply? What you 

have to apply? The lower bound lower bound algorithm on this one, now this one is 

taken, now this one in the left edge node taken into the tree again in edge, these are all 

marked as prime this taking PI 5 and PI 9 actually taking PI 5 it says that if you consider 

PI 5 eliminates this three what is actually represented by this part. Now the reduced 

matrix is this one, so again you have to apply the lower bound computation in this. So 

what is the minimum cost? Now minimum cost is one PI 3, PI 4 now you have to find 

out the lower cost lower bound and you have to add this one. So in this matrix lower 

bound is one just let us see what that mean.  

So in this case if you put the weight is two in this case weight is two in this case weight 

is two and this case weight is two. Now you consider this if you take this, this will be 

getting covered and this two are common and getting covered. So it says that the lower 

bound is only one but, being fact that you can easily observe that nobody can give you a 

solution in one, it is always two. If you consider PI 6, PI 7 or PI 7, PI 8 is a cyclic matrix. 

So the bound is actually two this if you take the lower bound for the heuristic which we 

are taken. So that it what happen? It is saying that the weight is two, weight is two, 

weight is two and just take PI 6 right PI 6 this one is the virtue of this one is the common 

for this one, this is where the inaccuracy comes into the picture and this actually shown 

by this matrix stated in this. 
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So this is inaccuracy why this leads to inaccuracy is that the example I have said told 

over just read this what this paragraph actually states what is happening in this case? So 

it is saying that the requirement is one. So when can the reward be one only when the 

columns having one it is not the case but, still the heuristic will tell you that in this case 

the lower bound is one because in this heuristic is simple. So they are not given the 

factor that given that whenever you are generating that lower bound is one nobody is 

checking that where the reality is there they are not checking just saying that the lower 

bound is just following the rates and reduction.  

So whatever you get they are not putting an extra check if really lower bound is 1 or can 

anybody find the solution all this things are there because you have to make the lower 

bound algorithm fast and quickly you have to get the estimate that is the idea. So this one 

will give you a bound of one so, what is the present cost PI 1, PI 3 and PI and if the 

lower bound is one add one and yes you find out that answer is 4 3 plus 1 is 4 which is 

very good. So they are still giving you hope that we can find out this one now you are 

this stage on the tree so. 
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Now you are here you generated a matrix at the cost of one now your present cost i PI 1 

and PI 3 PI 2 plus PI 5. You have take 1 2 and sorry PI 1 and PI 5 you have taken and 

also you have considered you have taken PI 6, PI 1, PI 5 and so on three values you have 

taken PI 1 PI 3 and PI 5 this minterms prime implicant you have taken the cost was three 

and here the intermediate matrix small cost of matrix is one. So you are actually adding a 

value of 1 over here that is equal to 4, that is equal to 1 bound and hope that you can 

explore in this path. Now what can be the exploring the path. So that I can take PI 6 as 

one that is the case so, you are taking PI 6 as one going by this path. If you take if you 



see if you take PI 6 you are actually covering this guy actually covering this guy. So 

automatically sorry so this will be eliminated and this will be eliminated by default you 

are actually coming over here now PI 6 you have taken you have come over here. 
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Now what happen? If you consider this by default you have taken this by default. So in 

this case PI 6 is there, is there a choice you will take PI 7 or PI 8. Now the choice is there 

by taking PI 7 minterm 6 and minterm 8 have covered remaining is minterm 7 any one of 

them you have to do by considering PI 7 or PI 8. Now you do that this is your path. So 



you may take PI 8 or you may not take PI 8. So if you take just you consider PI 6 you 

have taken and PI 7 you have taken this is the case. Now we go back and see you have 

taken PI 6 and you now also considered PI 7 that is the path you are averaging the path 

and you are done. 
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So PI 6 you have taken PI 7 you have taken both are covered. PI 7 you take so minterm 

is covered. So this one is the case this is the terminal case. So you may not even explore 

this path, you may not explore. So PI 6 you have taken and PI 7 you have taken this is 

the path. So the terminal case so i am sorry this is the terminal case over here. 
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So it says that PI 1 you have taken PI 3 becomes essential and come down at this stage 

you found out the matrix cost was 1 3 plus 4. So you explore it is the case you take PI 6 

and PI 7. Now the cost is equal to the 5. 1, 2, 3, 4 and 5 that is more than equal to 4; that 

means, what the lower bound computation has misguided you just say that this matrix 

cost is 1. 

So you have seen let me explore started exploring the path you have to take you have 

taken PI 6 and you have taken PI 7 then you have found that terminal case everything is 



covered. But, the cost coming is 5 so you have to backtrack. So how you can backtrack 

go can go here and say that I do not want to consider 6 now undo everything. Undo 

everything means? You have to again come into this picture and undo you do not want 

consider 6 you start by taking in this case you do not take PI 6 and you actually come 

over here do not take this one this row is no longer there.  

So what you have to do? You have to cover all this, you have to find out you have to take 

either PI 7 or PI 8 because I mean this is a cyclic matrix. If I take PI 1 this two will be 

covered and if I take this one these two will be covered so obviously, both of them has to 

be covered. So in this situation PI 6 and PI 7 both of them has to be covered and again 

the cost is 1, 2, 3, 4 and 5. Cost is 5; that means, here you will have to land into the 

problem sorry. 
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This was saying that cost is equal to 4 sorry cost is equal to 2, is a false one. In fact the 

cost is 4, you can explore there and you find out there sorry the cost is 1 you explore 

there. So the minimum cost of this matrix is 1, so we explore this part of the sub tree this 

part of the sub tree we explore this is part of the tree. We explored and found out this is 

not the fact and at every cost is 2 over here. So the total cost is 5 we add the initial 

bound. So we missed the problem, so what you have to do, is we have to go back again 

to this node and try. Now we are actually telling lie and second matrix is saying sorry 

cost is equal to 2. In fact it is wrong, so there is some problem over this. So you have to 

try with some other node by not taking it with PI 5. Initially we started taking PI 5 and 

come around. 
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So now there can be another path which is not taking 5. So you explore the whole tree 

and you have to find out the cost is equal to 5. So this is the case with an example. I 

illustrated the whole theory in an example, so this the big problem that has come. You 

have to explore the whole tree is the term for example, in this slide this is the terminal 

case. So whatever I told you, this is the terminal case so this is another terminal case. All 

those things are written over here, so this one terminal case is PI 1 PI 6 and PI 7 in left 



and the other was in PI 1 PI 3 PI 6 and PI 8. That is in another terminal case, we are not 

considering the PI 7 so that is right edge of PI 7. 
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Everywhere you try to explore you will find the cost is this one. This is the another 

solution you can see in both the exploration. The cost is five which we had in initial. So 

we have to select an alternative path where PI 6 is equal to 0. 
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You can easily see that, again the cost is equal to 5. So the solution will be PI 1, PI 3, PI 

7 and PI 8. So this is this solution. So this is this solution PI 7 and PI 8, everywhere it 

will be 8. Now you explore the whole tree. Every where the solution will be 5. So in this 

case, the example is how the branch and bound algorithm works with heuristic. And also 

another example an another fact is that, we have landed into a problem here. In case 

every part of the tree, you have to explore. Because your heuristic was giving a wrong 

value 1  



So it was a wrong value in your case or a very tight lower bound computation is very 

tight. In this case very much needed was there, so you have to explore the whole tree. 

Everywhere you have to get the value 5. So you have to explore most of the tree. So then 

you can say that why is it like that, how is that lower bound solution helping my problem 

and helping my solution? If you do not use the heurists it will explore the large part of 

the tree. Here also you have to explore a lot of the tree. Because it everywhere it is 

giving the hope that the cost is 1.  

So you add this 3 plus 1 and you go and write the solution. Here also other paths, if you 

see it will always tell you that which have a solution, which is 4. Every time you start 

exploring, you find the cost is 5. And hence get a problem. So how does it help you then 

why actually, what is the advantage of the heurists? Now the question answers will 

follow and see that slightly modified with lower bound heurists and really this lower 

bound of fruit of this coming into picture. 
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Let us the question the question is the lower bound estimate algorithm. In this lecture 

may not give us the sharp bound. So suggest suitable modifications and show that how 

better bounds can be obtained. Also show that how benefit is achieved in branch and 

bound algorithm using the modification. 

Because in the lecture flow we have seen that the bound was restrict, that is bound is 

actually was giving 1 and 3 plus 4. And explore the path and finally, finding it cost is 5. 



And then it is actually here. Then the initial cost so explore the full space and then you 

find out that nobody can give the solution less than 5. So the your answer is 5 minterms 

and 5 prime implicants. And you take any one of them. So unnecessary you have to 

explore the whole tree. So we will see a very good what we can say a very good try to 

improve upon actually a very good improvement of the heurists, there will be some 

improvement.  

So because the more you make on the heurists it will become more complex and it will 

take more complexity in time. So that idea is not there, so you have to make the heurists 

as better as possible subject to the complexity. You should not get the huge amount of 

time and your aim should be it is not possible to explore the whole part of the tree. So let 

us see what small modification we have done? Add a w to each row to the number of 1s 

in the row. Same thing you do choose the minimum row if the multiple row with some 

value, choose from top. So you were adding in the ascending order. Delete all rows 

where the common 1s in the rows. So delete all rows in terms of all columns in 1, so then 

delete ri.  

So what we add both at very small computation, if after division no more rows remain 

then, check if there exist a PI such that PI has all 1s. If no such columns then 1 need to be 

added to lower bound. So if you see that if you go for a terminal case, in terminal case 

you are what we are doing is, find out where the common 1s. If they are finding out the 

common 1s, you replace eliminate those rows. So if case the rows all the rows are 

eliminated then you say that the bound is added to 1. Now you take one row, all other 

rows get eliminated, then you say that you adding 1 2 and this 1. So we are adding 1 

weight to the lower bound, adding one to the lower bound and all other getting 

exhausted. Means you correspond the column and rows here. You put something just if 

you want to add the weight. 



(Refer Slide Time: 72:23) 

. 

(Refer Slide Time: 69:44). 

 



(Refer Slide Time: 72:57) 

 

One just to check the column where everything is a 1, everything is not a 1 there is not 

meaning 1 you just put. Add up the value 1, that is very obvious if you say that by taking 

only one column everything gets eliminated. There is a column 1 or there is a odd 

number of 1’s it will not be a case, it will be bit higher than that. In this case you actually 

you do not find out what is actually, what is higher, just add 1 to it like for example, if 

you see this in this example if you say that you take this 1, you get eliminated by this 

commonality. And this one gets eliminated by this commonality. And you set the bound 

is 1. So we check that is there any column, if not the case you add the value 1. So the 

lower bound is 2.  

So why if you say that lower bound is 1, in that case so there exist a column, if you take 

that column all the 3 rows get eliminated. If rows not there of all 1s it is actually a false 

value. You have to add a 1 to it, this is a slight modification you have to add to it. Then 

you may added one to keep all the things simple. Just repeat the whole thing, so this is 

this case just I told you this one is common with this one eliminate this. This one is 

common with this one eliminate this. 
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Now actually the value is 1, but, there is no column with a 1. So you have add up to it. 

So what is the heurists, for modification you replace the paragraph and left tree and again 

we take the whole example. We are not going to it. We slowly show the benefits. So this 

is our old example in this case the lower bound in this case is 4. You should go by the 

old technique, so if you find out the 1, 3, 7 if you are using old lecture and I mean i mean 

the old in this case the value is 2. In this case the value is two. And you try to reduce it, 

we will find the answer is 1, 3, 5 and 7. That is going to be your answer, you will get the 



answer if you are using the heurists. Now what we have done in this case the last element 

will be this one.  

So now we are having 1, 3 and 5. And this 1 you are having now in this case you have to 

find out the, if you take few of the 7, this 1 will exhaust all the rows. Hardly 2, 1 in this 

case eliminate the case minterm 7 in which you keep upon you did. With this you will 

find out that we will reach the solution. Here in this case after eliminating the minterm, 7 

we exhaust all the rows but, need not add 1 to the cost. Because there are no 2 rows PI 7 

and PI 8 which all are having 1. 
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So let us see what is meant by that. So in this case if you start eliminating the row and all 

which you have seen at this case what you will land after the 3rd iteration, first iteration 

will land up in 1, 3 and 5. And we will have the following matrix after eliminating mean 

7, we will exhaust all the rows. We find out that all the rows and some 7 will be added. 

Now you say that lower bound is equal to the 4 1 1 sorry 2 3 and for this 7 you can take 7 

minterm 7. So you have to include min term 7 also. So it will be 1 2, 3 and last 1, 4 will 

also be there. So answer is inclusion of the 4 is actually adding a 7.  

So if you look at the our heurists it will add one more. Why is that we say because after 

elimination 7, we exhaust all the rows. But, we need not add cost to this case. We will 

see because there is two rows PI 7 and PI 8. All 1s, so we are doing we are actually 

exploring this initial bound matrix by out method, not by the old method. But, if you 



apply old method, you will get 1, 3, 5 and 7 and cost will be equal to 4. In our case in the 

terminal case what we will find out, in last case this matrix will be available to you and 

in this case we will find out the 1, 3 and 5 already taken. And so it will be adding 7, it 

will finish up the it s now for value 7. You will be adding the value of 1 or value of 2 to 

old heurists. We will add the value of 1 but, our heurists, what we will add but, our 

heurists. 
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In this case you will add a value 1, because there is two columns where all the values are 

1. This is very simple since the row is actually 1. This column has all 1s and this column 

has all 1s. So by both the technique, our heuristic and other heuristic lower bound will be 

equal to, but, now you see what will be the advantage? But, in the old heuristic and our 

heuristic will be same. But, we are not added that. Only thing we have to note that in the 

old example the old heuristic they will take minterm 4, we say that the value is equal to 

the 4. But, in our case the we also say that the value is 4. We have added 7 and we have 

added the value of 1. But, we have two columns, where we have two 1s. So for heuristic 

matrix both of them are giving the same algorithm. 
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So now we are again doing all this thing. If you remember taking I mean you are taking 

minterm 4, 7 and 12, so you take PI 4 and in mean case PI 4 will all be covered. This will 

be dominated and PI 4 will be essential reduced matrix after taking PI 1 and PI 3. And 

eliminating this we get the cost of the following matrix. The cost of the solution is this 1 

whole thing we have done. If you remember this 1 in matrix, now if you see in this case 

the lower bound is 5 and 7. This is same as the original lower bound computation and the 

modified one.  



So if we explore all the solution is 2 plus 2 as on the a values, on the lower bound we 

explore this say same thing with 5 been taken. So you take 5 old case and you start 

exploring the matrix. Obviously is the same thing you have to do if you remember. If PI 

had taken row nor 10, 11 gets eliminated. If you take this column it gets eliminated. 

Again some row dominance and column dominance. This 2 will get eliminated and 

finally, if we remember we are going to get this matrix. Now if we try to see the same 

old flow this 1 you start with this 1, this is the same flow. Previous example is this one 

and finally, we get this 1. Now we are going to find out the there will be difference in the 

heuristic, our heuristic and the old heuristic. sorry Old one we discussed, modified 

heuristic and old will find slight difference. So in this what you are going to find out, the 

what is the lower bound old heuristic will tell you that, this is common this common. So 

it is 1. . 
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But, again you have to find out that modified, will check before reporting lower bound it 

is there, any column all 1s. In this case there is no such 1, you add the value 1 and the 

lower bound will be now 2. But, now our modified but, it will be the old one. Now you 

are reporting a value 2 and old 1 reporting the value 1. So it will see that what is the 

cost? The cost is the cost is PI 1 PI 3, PI 5 lat 2 equal to 5, new heuristic but, the old 

heuristic will be PI 1 plus PI 5 will be 4 by the modified paths 3 plus will be 5. So it is 

higher than the initial estimate of 4. So you do not explore on the path and then you are 

going to get a in this case the lower bound is 1, compromising to 6 and lower bound is 



equal to 2. In our case it will be 5. Do not explore on that path because it is higher and 

we are safe from actually taking some of the paths. Just tell me what happened just 

happened. 

(Refer Slide Time: 79:22) 

  

(Refer Slide Time: 79:26) 

. 



(Refer Slide Time: 79:57) 

. 

In this case the same old what will gong to actually is going to the same path. So it 

actually 1 2 3 plus 4 3 plus. Our case old heuristic was reporting 1 and you keep on 

exploring on this problem and finally, you get a 5. That is the big problem in modified 

one, we give it equal to 2. So 3 plus 2 is 5. So if you say it do not explore on this path do 

not explore on this path the value is 5. Immediately you will back track to this and find 

out the less number of paths. Obviously the lower bound is 5, nobody can give you a 

solution less than that. The lower bound 4 which was instated by our heuristic or the old 

heuristic, that was the wrong estimate the initial values has to be 5. But, our heuristic 

everywhere you find 5 5 5.  

So we will explore out this part of the tree. So finally, the leaf node there is no more 

solution is there. So you come to the conclusion, solution is 5, in what we have that we 

can find out that before I close. Just see what happened initially we have taken this 

matrix and old heuristic, and modified heuristic. Both of them are given a lower bound 

equal to 4. In fact we found out the that is not the correct path, minimum 5 has to be 

taken but, what is the gain, the gain was the started exploring and exploring which was 

and finally, we landed into this matrix. If you take the old heuristic lower bound is 1, but, 

if you take our heuristic the modified heuristic it will lower bound is equal to 2. Then 

you will say lower bound is 5.  



So you will not explore many of the tree unless and until the last case of the that no more 

to be track. Because this is the only path to explore and terminate is exhausted and you 

are not explore this path properly. 3 plus 2, the cost is 5, 3 plus 2 every where it will stop 

and no more no more you have to find and the default cost is 5. And cost is 5. And this 

so on so what we have said, we have said that we have explored all the paths and just 

going to the terminal case directly where, if you take the old heuristic this one taking the 

lower bound 1 keep on exploring all the paths and at the end of the path you will realize 

the value is 5. Again retrace 5 and keep on going and I have reached the value of fix and 

that is the solution. But, unnecessarily you have explored more paths. That was not 

required.  

So in modified heuristic, we have achieved this one. So with this this one is actually told, 

so with this we come to end of the lecture and this module. And what we have seen, that 

we have taken the unit covering problem. We have found out the algorithm incase a 

branch and bound algorithm, which can give you the subset of prime implicant, which 

can cover the function that is what we have done. Again you can see finding out the 

prime implicant through tabular method or by inter method or by you have to make a 

table matrix and all at some point of that time, you have to explore the minterms. 

Exploring the minterms means in terms of exponential case in number of inputs. Again if 

the algorithm is taking some complexity, the complexity is 2 to the power of n.  

If n is the number of inputs the constant matrix will be in 2 to the power of n. Again 

exploring that the order will be something of the power of n. It is a very fearless 

algorithm. We tried to make it somewhat minimal somewhat reducing by the heuristic. 

The next lecture on the next module what you will we will not at all go in terms of 

minterms, representing a matrix in terms of minterms is only a exponential form. We 

will not go to that directly, we will put some heuristic and try to find a solution to that 

what will be looking in the next lecture.  

Thank you. 

 


