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Welcome to the last and the third lecture on module 3. In first 3 lectures, | mean so, we
started in this three part lecture, is the idea of two level Boolean logic synthesis. So what
was the idea? The idea was that, we have taken cycle second of specification from high
level synthesis tools. We have generated the RTL and from the RTL we represent them
as Boolean functions, and then we wanted to represent them as a in terms of minimal

terms of gates.

So if you think in terms of Boolean functions, then it will be the minimum functions
have to be represented in such a form? So the minimum number of terms and minimum
number of product terms and in each of the product terms, the number of literals should
be equal and should be as minimum as possible. So, that they can be represented in so,

that they can be represented in minimum number of gates.

Then what we have discussed? Then we have founded that any Boolean function can be
represented as prime implicants integers. So what are the prime implicants? Prime
implicants are the product terms in which the product term is not totally included in any

other term; that means, prime implicants are all necessary to form a function.

Then the next function what we saw, when you have seen that some of implicants
essential implicants, that are in minterm or some term or that actually contain some
which is not available in any of the implicants; that means, so they are prime implicants
are essential implicants, implies that representing the Boolean function that essential
prime implicants must there. Then next thing what we have to do? We have to find out,
we have to select the subset of the prime implicants such that they cover the function. So

what you mean by covering of a function?

Covering of function means that for all the minterms of functions, that the prime
implicants contain it. So this is the rational what we have seen in the last two lectures,

and the last lecture of the three part, we will see how we will find out the subset of the



prime implicants that covers the entire function and we have also said that when we
mapped the problem for that minimum two level Boolean logic synthesis, that is
implementation using minimum number of gates. So once we have found out the prime
implicants and finding out the minterms and we make the constraint matrix that we have
seen in the last class and it remains. Just find out the unit covering problem or a subset,
subset finding kind of a problem or you have to find out the subset of the prime

implicants products, such that they all cover the minterms in future.

So now no longer remains the problem of VLSI or circuit. It will become the problem of
synthesis. When you have to find actually which is the unit covering problem, such that
we have to find out the minimum number of prime implicants or prime implicants of
minimum weights, whatever when you can forget about the calling them prime
implicants, finding minimum number of columns of the constraint matrix such that it
covers all the rows and that should be, and there should be multiple solutions for that.
And you have to take the solution which is minimum cost. So you can give cost of each
of the columns, for example, if the number of terms in the number of literal in the prime

implicants, which have a high weightage of so on.

Then what we say found out that, they represent the whole problem that constraint matrix
and we found out the matrix is very large and it can be preprocessed to bring it into the
reasonable size, and you can apply the unit covering problem or prime subset problem.
So how do you do? That first you have to find out the essential columns so if you have
essential columns you have essential implicants, you have to take them, you have to
include those rows. By including those rows you have to find out the rows, rows will
have already in covering. So that you can eliminate those rows and column has been
taken into account. So, next you find out the row dominance and column dominance by

applying the row dominance and column dominance.

What you will get? Some more rows are getting covered and some rows can be
eliminated, and some columns can be eliminated by using the concept of row dominance
and column dominance. Finally, we will have the small matrix where more
preprocessing can be done to minimize it, there you will try to apply some algorithms to
find out which is the minimal subset of a h. Those h columns to be taken to cover the

matrix.
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So that, we will be basically landing in that algorithm, how to do that? We all have the
technique which will actually call the branch-and-bound which will see that is the
branch-and-bound. To find selecting a algorithm to find the cover that is what the at the

end of this class how do you do this?
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So before you go there, go what exactly branch and bound. So we today solve those

branch and bound. So before going to the exact algorithm just we will give the idea

behind that, for example, we can represent as you have seen in the last class lecture, that



the unit covering problem we can represent using the equation like this. So; that means, p
1,p2 p3, p3, p2all these. So you can have all the 1s p 1 1 to 1 equal to all or p 1,
sorry p 4 all of them dot, dot all of them which this can be one solution this can be one
solution which can be definitely covered. There can also be a solution to that which is

not and other solution is that all of them can be 0s.

If all of this are Os, obviously this is not a problem but, you can think all the possible
values to the all the columns. It can be all Os to all 1s, obviously all 1s is a solution, all 0s
IS not a solution but, you have to find out the proper subset, for example, 0, 1; that
means, select first, third and sixth, so forth there can be a solution. So this equation or the

unit column can also be represented in terms of the tree.
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That is if you consider each node in each in the first level you can consider the root node
corresponds to the first column, second level nodes corresponds to the second column
such that so forth. So the leaf nodes corresponds to one of the solution. So if you take the
left most edges throughout for example, this is your root and you come down to this, this
is your leaf node and you can think this all the left edges first one corresponds to Pl 1
this one corresponds to PI 2 and this one corresponds to P1 3 and this to say last p n.

So if you take the left edge you say that | have not taken PI 1, Pl 2 and so on this will
represent all zero in this cases last one that one is also PI n and this one will corresponds

to all the 1s for this you have taken all the edges. In other words what | am saying is



solution problems solution speaks can we represent in terms of trees and we have to find
out we have to take the path to a leaf. So not all the leaf paths will be valid because it
will not cover it so, some of the valid nodes you have to take, so it corresponds to leaf
nodes inside it will be multiple solutions and you have to take which is having minimum
number of weight and how are weights assigned weights are assigned in term of you can
say that number of weights can be number of prime implicants involved all the all the
prime implicants are compactable with and you count them the solution which is having

the minimum number of 1s will have all 0.

Means no prime implicants is selected all one means, all the prime implicants are
selected. So you can think that the more number of prime implicants selected you add 1
to the weights 1 prime implicants means, weight 1, 2 prime implicants means, weight 2
and so on. So you add up with the weights and you will get it so, solutions which will
have the minimum number of implicants will be your solution and you can go for more
finer way of thinking prime implicants can be individually put away like number of
literals in the prime implicants like x is a prime implicant weight one this is a one c and t
if x is a if f if prime implicant is aa b ¢ d it is having | mean that four kind of the thing.

So you can devise new extra weights.
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So that some of the technique we will see for the basic core idea is that whole problem

can be represented in terms of the tree multiple optimal solutions are intentions is to find



one of the; that means, we can find 3 or 4 solutions 3 or 4 prime implicant and all
corresponds to 3 of the equal value and you are deeming to find out the number of each

literals so that it can give you a final value.

So again if you can host another binary tree you can easily understand the order of the
order of the complexity is exponential number of paths or number of key floats are 2 to
the power of n. If n is the prime implicant so again this problem is not a simple problem
it is in terms of complexes then it is a exponential order of complexity through solve the
problem. So bound and branch algorithm if you take in a complete manner | mean that
the you explore all the parts of the tree then exponential solutions will be there but, we
can see this we can minimize this of course, worst case will be the problem solution is
the exponential but, let us try to how to minimize the how complexity reduces update

again we will come back to heuristic.

So in essence this what you say in essence this branch and bound tree is an exponential
kind of problem. So what we will do? We will not try to explore all the problems put
some heuristic and some of the branches we will stop at the some level and this branch
we are not going to try and most it will not going to give a very good solution and at this
point some heuristic are coming into picture and they are estimate what can be the
solution? And if you explore the solution for this branch so if you can find out has this
branch has no exponent meaning which is not going to give you a give a good solution,
then do not explore the branch to go to another branch and try out at this point heuristic
are coming into picture. So heuristic will tell you do not explore this parts it is going to

give you a solution.

So that heuristic will actually estimate solutions for a branch in a very quick way. If i go
on exploring the branches I will get an exact answer. So that will actually going to take a
very long time for it. So what | will do is that for each of the nodes I can try to estimate
what can be the possible solution or what ways of the solution? If | explore that path and
that can be done in a very fast manner following the heuristic finally, solution may not be
attractive 1 mean exactly will give you a value on best go that value you can decide you
can explore the path or drop the path and try on another path. So complexity will come

done if you are not exploring the all the paths of the tree. So that is the idea.



So branch and bound procedure for this the solution is the binary tree actually that is
becoming a much unnecessary and complexity is exponential are actually as | told you
correspond to a column left and right correspond to the column being considered in the
corner column is not taken if you go for the standard this way is not taken. If I come out
by this path but, at node or corresponding column is taken obviously you have noticed
that for some columns there may not be node for some tree may not be a node in the tree
considering that resulting in elimination of some nodes due to dominance inclusion or
essentiality just like 1 told you always | there is a mis by take path by path by force for
example, if I select if | select a node it has a column if | do not select a column for some
of the nodes or some of the | mean some of the minterms or some rows or some of the

minterms are represented in rows.

So they may become essential because there will be a 1 1 in a row all that will see in
examples. So it will become an essential row that will be sorry that implies a column to
the essential columns by eliminating some of the nodes some of the nodes and land up in
some of the situations like some of the prime implicant will be essential prime implicant
and that force you have to take corresponding prime implicant. So in that café there will
not be two solution possible take any one of them that is some of the solutions so will
solutions will start becoming invalid just for example, you take prime implicate one you
say that node number one any doing that you eliminate some of the rows how you will

eliminate that columns will have three columns.

So all the rows corresponding to three gets eliminated. So and in reduced matrix because
these some of the other may corresponds to having a single one in that row that will
make some columns h essential columns and then you have to by force you have to take
the some of the some of the exponential space becomes flexible and become fixed. So
that is what said here but, overall it becomes an exponential problem. So by using the

heuristic | mentioned above try to reduce the complexity.
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Now you can determine the given part of the search space that does not contain any
solution better than the one we have found. So far, we can avoid exploring that part that
search space altogether actually that the heuristic. So, what is the heuristic? Say if you
can determine the given part a of the search space, a sub tree routed on the non-leaf node
for example, it may have a lot of trees over here, it may have the intermediate node and
that and if you explore down these paths no better solution currently which you are
having better you can drop it all together. Now who can do that? Who can find out in a



very quick time exploring the sub tree that is where heuristic will come into play. So that

what is the idea?

So basically what you want to say is branch-and-bound algorithm branch-and-bound
algorithm got a we are branching and finding out, we got any better solution and
backtracking other spaces other other other parts. So we resort the two basic ideas,
organize the search space in form of a binary search tree and explore the branches of the
tree and also | can say you can put a heuristic over here or what will the heuristic do?
Which branch of the tree is not ideal not essential to it is not fruit full to explore and you
try other paths, it has the three paths, search path in the tree binary explores the paths is

actually branch-and-bound and complexity is very high.

So you put the heuristic over here and heuristic will you tell which you will tell it is not
good to explore. So that you can branch and track back like now; that means, what? How

you solve the problem?
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So what we do for efficiency? We need to some scheme to estimate the lower bound cost
of a solution without fully exploring the search space that is the heuristic. So what is the
heuristic? Heuristic is the scheme that will estimate the lower bound of the solution the
mean of this much amount you have to take meaning this minimum amount of prime
implicant you have to take without exploring the search space actually that is very

important without that we have to estimate the prime implicant required; that means,



solution cannot go beyond this solutions are some of the approximate thing we have to

have a front kind of thing lower bound.

So for example, minimum number of requirements will be three that is the exact value. If
you are heuristic you might land up into a case minimum number of requirement is two
minimum number is one and like that or your heuristic is like you can say minimum
number of requirement is four or something like that so, some deltas will be there, with
those deltas you have to find out you have to make out it will help you with exploring or
some of places the when we find that exploring a given path would lead to more

expensive solution and retract to other branches to the tree.

In other words at any given node of the search tree we have selected and rejected some
columns right so, the root node you take left path, you have not taken the root you have
taken the right path and root node then these columns are identified by the path from the
root of the tree to that node. Hence, at a node we have a partial solution if the cost of the
partial solution expects exceeds the expected value clearly we can a bound abandon the
path abandon the path and track back. So what it is saying you take up the left path so
left path is you do not take it.

So right path is you take it, next node is you take this you are taking the h column
corresponding to the root node that each intermediate node you have a sub solution you
have taken prime implicant a, b, ¢, d also both are taken not taken prime implicant a
taken prime implicant b and c everything. Now your estimate algorithm will tell you that
after your sub tree starting from the from this node root the sub tree here what will be
actually sub tree here? Which is the sub tree? So what can be the minimum cost of the
sub tree? So you should add up the minimum cost of the cost of the sub tree you have
incurred still now like for example, here p 1 you should take this node; that means, you
have already taken p 1 current value is 1 then you add up with the estimated value of the

sub tree.
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So if you add here and find out that solution is so much greater than the | mean estimated
cost or cost estimation you have or the cost estimation worst than the present solution,
then the stop traversing this path and try to take this path that is how you do it? So
therefore, actually so what we do in branch-and-bound essentially we will try out
different path and find out the estimate whether it is going to be good or not. If there is a
possibility the solution is better than my solution, better than my quality of estimate |
will use otherwise I will not use so branch-and-bound tries to estimate the best solution
but, still be found by proceeding from the current node then I have to progress to other
branch or you apply the same thing if you do not take the path, take the other path again
you have to repeat the algorithm and find out whether the solution is greater than the

path which is | have is discarded.

If again you have to go back with that discarded path and this path is most costlier than
the other. Now a very important part of branch-and-bound is you have to pick a answer
you need not go to exponential algorithm, then the way your computing the upper bound
in a particular column more of your competition you can tell me this number of prime
implicant is a very very important point in this case of solution or many of the other
heuristic. You need to calculate the lower bound or an approximation or many of the
heuristic algorithms. What you do is you think of this branch-and-bound are proposing a
solution or mapping a solution by binary tree or a binary search tree very very important

paradigm which is used in many other places of engineering and computer science.
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What you explore the complexity? It will be the exponential complexity then you have to
find out the algorithm which can estimate the minimum to traverse this path that is this
lower bound complexity is very very important as well as this as accurate as possible as
well as it should be very exhausting algorithm I am sorry highly complex algorithm you
should be very fast to do it. So branch-and-bound algorithm is computation algorithm
bound should be fast as well as accurate as possible. So branch-and-bound algorithm for
unit covering problem generally near prog near actually 1 know that this are all
contradictory but, accurate estimation it should be fast and contradictory.

So Unate covering problem generally provides a near optimal solution because this lower
this lower bound estimation execution is low and always accuracy is very high, that is
why your branch-and-bound will give a near optimal solution and but, it may not give up
the exact misconception instead of explaining all the branches of the tree and exponential
algorithm you solution will always be solution will always be the most optimal solution
because again | told you in had told you in the beginning in starting in every lecture | am
saying that most of the design algorithms problem are exponentially in nature, here also
we have proved that we can actually map the algorithm and binary tree which is again
the exploring the 2 to the power of n nodes or number of levels you can think or number
of prime implicant you can think therefore, each complexity is 2 to the power of n and if

you map 100 or more than that. So you can never solve in a particle time therefore, you



are bringing this lower bound heuristic and that is how our solutions are going to be

approximate.

So before we turn out attention to this computing this h lower branch-and-bound let us
look at the branch-and-bound algorithm to the Unate covering problem in harsh. Let us
see what are the steps we do and we will see? How exactly you can calculate the h lower
bound? What you do executer the lower bound algorithm? And we assume that the
heuristic nature available which will tell you which is minimum bound or minimum tells
you given a constant matrix what is the minimum number of nodes required to prime

implicant covering?

So first you execute the lower bound computation algorithm of the constraint matrix and
generate the initial lower bound which is lower bound and current cost is set to 0. So first
you have given a matrix and then you use lower bound algorithm and can find out the
minimum number of nodes required to implement it. So you give the lower bound 1 at

least 2 at least or 3 at least.

So again lower bound algorithm will not give you the higher estimate so the so for
example, | told you something that i 3 is the required prime implicant to cover delta may
be 4 or 2, 3, 1 generally we will see that we will not got this upper side, we will always
go to the lower side for example for example, three implicants are enough to cover it. So
we will not report 4, 5, 6 in the delta side we never report ¢ 2 1 and so on. On the lower
bound because they are in lower bound saying that minimum number of things are
required. So it may form whatever bound you got slightly increase or to we will not to
the other way, we will not go to the higher side like 4, 5, 6 and then real algorithm or the
exact algorithm will bring it down because our computer is heuristic is generating low
fall point that is minimum this much is required. So even they may require more than
that initially you generate the lower bound and totally given stand and do all the

processing and then you set current cost is 0.
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Why the current cost is zero? The current cost is zero, because we are we are not selected
the any primary details. Now you select or deselect column pi first you go for this input i
I in the solution space you take P1 will be 1 or Pl will be 0 if column is selected add PI to
the power and add 1 to the current process now the weight of the current process is 1.

Now apply reduction techniques for essential rows and all these to the constraint matrix
and now you take a column and add one to it arbitrary starting with any column taking or
rejecting it. Now rejecting it obviously, some is an example if you take it also it will be
processing. So if you take it you have to add it away it you do not take it, you do not add
away and again regenerate matrix and generate row dominance and column dominance

and reduce the matrix.

If all the essential columns for all the essential columns add them to the cover and
increase the current cost but, during the preprocessing some of the columns become
essential. So again add them to the current cost and again add them.

If the problem is now reduced to the terminal case everything is over what you have
done is you have done with one column and you are not doing or take a column to select
a way as 1. Now you do preprocessing means, essential column row dominance all you
do and you have to increase the weight a as of as by adding 1 to the each of the column
together.



Now if you find out that the terminal case and the cover is complete then you have to
find out the what is the total cost? So if the total cost or the current cost is less than or
equal to initial bound, then you have found out the approximate or linear bound of the
number of what you say lower up of column matrix. So that | told you that initial lower
bound is always give you the in the lower side, it will never give you in the upper side

even if there is | mean tell me some abstract data.
(Refer Slide Time: 23:49)

Branch-and-Bound Algorithm for selecting cover

1 On the reduced matr, Agaln compute the bwer Bound. Add the lower
tound value to the Current Cost i there i still & chance of getting an
optimal solution, ldentily a column o be selected/de-selected from the
reduted matris §nd go 19 Mep-1 smcute ttep-1 by electing/de-ialestng
the olumn beng Mo

4. I the value of lower bound + Current Cost i higher than Initial Lower
Baund, then theds @ no point = ecploding that path, Unds islection or de-
selection of the colemn dome kat [in Step-2), consequent selection;de
selecticn of calwmng [due to matrin reducthen] and additien in Current cost.
Go o wtep-2 and traveris another path by ielecting or de-islectng an
alterrative calumn
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For example in real case the number of rows columns will be 4. So you will get the
answer c¢ or something you will never get the lower side in the power, if this is happens
by the current cost all the columns you have taken is less than or initial equal bound then

you will get a good case then lower bound is returned and algorithm is terminated.



(Refer Slide Time: 23:59)

Branch-and-Bound Algorithm for selecting cover

Before we furn our attertion to the computation of the lower bound for the
wnate covering probéem, we now look at the steps for the bramch-and-bound
algorithm for the wnate covering problem,
1. Emecute the lower bound computation algorithm on the constraint matris.
The "initial Lowser Bound™ B the Lowes Bound, Cumment Cost s 3et 1ol
———————

2 hh:tnrd-l—-uhtliﬁﬂhn‘iﬂ{_;lh a path W the solution ipace
corresponding Blal or Flel). if a column Fi b selected then add Pl o the
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mrﬁ‘r:mmmrmma & coleren], then check whether the
solution thus found i better than or at least a2 par) the “Initial Lower
nd” (Le. Initlal Lower Bound f Current gost]. M so, the cover s
rmdmdwrrlhurmm —
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So because the heuristic will never report it in the plus side, it will always report in the
negative side for example, three prime implicant is equal to the covering side your
current cost is 3 and obviously it is reduced because you never get less than that but, in
the practical case you may require 4, 5 or 6. So, if your algorithm is saying that the prime
implicant you are covered till now is actually equal to a less than the initial bound then
that solution is done you have reached a very good solution.
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Branch-and-Bound Algorithm for selecting cover

Before we fTurmn our attertion fo the computation of the lewer Bound for the
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Branch-and-Bound Algorithm for selecting cover
i On the reduced matrie, again compute the lbwer bound. Add the lower
bound walue o the Current Cost I there & still & change of gettng &n
optimal solution, dentily a column 1o be selected/de-selected from the

reduced matrix and go 1o 5iep-2 execube ttep-2 by selectingde-selecting
thie column besng maeioed

4. I the value ol lower bound + Current Cost B higher tham Initial Lower
Bournd, thien thene is no pint b explosing that path, Unda uglection or de-
selection of the colsmn done last [in Step-2), conseguent jelection/de-
selection of ohumng [due bo matrix reducticn) and q-ddll!ln'u LIfFEnE cost.
G o siep=d ard Drawerse another path by selecting or dr-ul.l_-{nn; By

alternaties column "'#_\| %,
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What it happens? That if the reduced matrix hat is the current cost is becoming larger
than your lower bound then try exploring and in the reduced matrix again add the lower
bound; that means, what that you have reserved that ordinary case, if you can check it if
this is greater than this one, then try exploring other part if you try terminal cases are not
being used that the then what you do? Processing will not be there in the reduced matrix,
again the count will be in lower bound and the lower bound to the current cost and the
how it has to be done again a new nominal case and done. So again you add a 1 to lower
bound and add it to the corresponding. So; that means, that you are in a intermediate row.
So the cost is 2 k, so this one path over here, one path over here is not a terminal. Now
check that this route is included on reduced matrix and the reduced matrix over here. So

there are | am sorry i am very very sorry so it can take or cannot take it.
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Branch-and-Bound Algorithm for selecting cover
i On the reduced matrie, again compute the lbwer bound. Add the lower
bound wadue o the Current Cost I there @ sthl & chance of gettng an
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Now actually here also will be there a reduced matrix after taking this node sorry | mean
that we have list here saying that we have taken node if it is better in this way, now you
have reached here, now you have taking the code like node p 1 and then taken one over

here and print 1.

There may be other solutions that they p g and how it should the explore but, at this point
you have a reduced matrix by taking it 1 you have you have row dominance, column
dominance essential everything and finally, you got a reduced matrix and not a terminal
case got it in terminal cases you can find it by taking cone ¢ 4 columns. What is the cost
of the columns bounds? Then you are very good, you are reached the optimal solution
and here stop. It is not the terminal case, it is reduced by and see if the lower bound is
say that is in this reduced matrix it will be there one of the implicants covering and you
add it to the current cost, the current cost is 1 over here, 1 plus 3 is equal to 4. Now you
have to check that the 4 is less than or equal to the initial bound.

So if you find that the greater than the initial bound you may know that even if you
explore the place minimum explores from this sub tree, then it is minimum tree, you
have to implement it and one you are already you are adding 1 is constant which is
higher than the bound. So then you have to say than no I do not have to take p 1 | have to
start taking the other path where 1 will not take p 1 will not take a p 1 you will get a. So,

you will so, you will another node over here which corresponds to p 2 but, you have not



taken p 1 you this is what you have covered again? You found out in this reduced matrix,
you are not taking p 1 we will get another reduced matrix and again you find out what is
the minimum lower bound in the reduced matrix? And then tally to the current cost in

this case; current cost will be 0 because p 1 you have not taken.
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Branch-and-Bound Algorithm for selecting cover
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Then if you find out it is lower than the lower initial bound and there can be a path if you
explore this solution and start exploring the path. So this is actually what we are been
saying. So there is the 3 the value is lower than the current cost still there is a chance of
getting an optimal solution identify a column to be selected from the reduced matrix and

to step 2 and read it.

If the value of lower bound current cost is higher than initial lower bound, then there is
no point in exploring the path undo the selection of the column last done that is what we
are saying, undo the one in our example, undo the column in our last step consequent
selection that is you undo everything you do not take p 1 you taking by p 1 by not taking
p 1 you have done some actions you undo everything and actually you go to step 2 and

traverse another the path by selecting or deselecting another path.
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Computation of the Lower Bound r
As discuried In the last sub-1ection, the branch and bound algorithm needs a
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So essentially what we have done what we have done actually we have selected a
solution, we have deselected the solution first we have found the initial column and next
we select the row or column based on that one if you select a column you add a weight to
1 then you reduce the matrix by dominance equivalence and essential matrix you take
essential columns and it to the weight. Now in matrix you again add the approximation

lower bound to columns then add it to the current cost.

If the current is cost actually lower than the initial exploration then you can say that it is
profitable that you can do it, if you not if the value is higher than the estimated path you
discarded the path and what you mean by discard the path? You go back to step 2 and
undo everything, undo means? If you have taken column one you do not take column
one, if you have not taken column one, you take column one and some actions you have
done you have to undo all everything and again you have to explore the path and you
keep on doing it. You will find out the path where your solution is equal to or less than

the current bound.

If you can do it now where is the approximate path here because some of the points you
are using a lower bound computation. So, lower bound is you find out the heuristic
algorithm and always may not give you the very correct solution. So if you are not
getting the correct exact bound some of the paths you may leave saying that the lower

bound is 2 and if fact you and very much attracted by saying that saying that the lower



bound 2 to find start exploring the path, when you are going to the path you may actually
say that the cost will be 7 or 8 it may happen something like that. So because the lower
bound algorithms are very tight, it will never give you the additional value delta will give
you the value.

So you can identify that this path exploring the sub tree will give you the solution with
the cost of three prime implicant explore that path in the end, you find out that the cost is
5 and 4, 5 or 6 something like that is not a very good idea for exploring the path and
similarly, some of the path reported as 2 but, in fact if you really explore the path the
value will be really 2 only 2 or 3 maximum 1 delta will be there. So you could have
explored that path and got the better solution because of this heuristic you may land up in
a path which is showing that you get the value of 3 but, becoming plus 4 or plus 5. So
you have gone to a different bad direction. So you are getting a solution which is higher

than the value. So all this may things may happen.

So now we will see how can you compute the lower bound. So the algorithm is very
simple start exploring every time you lower computation tool and found out the value
adding to the current path, if you find out the path is good exploring good exploring you
undo the path and try other path.

Otherwise simple algorithm you follow that there is actually branch-and-bound
algorithm with heuristic. Now we will see heuristic, how to calculate the lower bound?
Because in this branch-and-bound algorithm which is very straight and simple the heart
of the algorithm is that the how accurately you compute the lower bound lower bound is
accurate algorithm, you will find out the solution and you better lower bound is not good

your solution will not be good.
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Computation of the Lower Bound -

As discuised In the last sub-wection, the branch and bound algarithm needs 3
procedure that can provide a quick estimate of the minimum number of columng
required for & cover. This kower bownd helps the algodithm ko retract [to other
branchen by !-I'hﬂlh'll. sppropriste cohemn) I the evtimated solution ©owt i
higher than the expecied one, without sctually suploring the Tull path.

W now address the problem of computing a lower bound approximation to the
coit of covering a constraink matrix in terms of number of columng. Before the
discussion, some definitions and & theorem are introduced.

Dafinition 11: In a given covering matrix £, suppoie that two rows have no
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Computation of the Lower Bound
It is obwvious that we need two different columnt te cover thate Bwo rewL

Generalizing this argument, If a matrix has n rows that sre disjoint |pair wise],
we need ot least n cohemng 10 cover the whole matrie

Intiis case, the rows e 13id o farm Bn independent 1at of row

In the constraént matrix gheen below, rows corresponding to minterm 1, minterm3
and mintermS are Indeperdent ad they do not heve 8 common column that has
1. Similarky, rows corresponding to minterm, méntermd snd mintermé are
independent. So, we need af lemt three columns to oover the matrle. The lower
bowird in this cass i 3.
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So before we do that some definitions are there. So given the covering matrix constant
matrix or whatever suppose that two rows have non-zero columns in common we say
that these rows are independent, that is column is disjoint for example, if in one row you
have 1 1 0 0 and in second row you have 0 0 1 1; that means, these rows have no places
in common; that means, this is p 1, this is p 2, this is p 3 and this is p 4. So they are

actually to cover this you have p 1, p 2 to cover the second row you require p 3 or p 4. So



if this happen what is the these two rows are? These two rows are column independent;

that is row disjoint column disjoint that is 0 1 1 0.

This is row one, this is row two and so again see to cover, row one you require this
column to cover row two, you require this column; that means, they are column disjoint;
that means, that they have no common in both row. So if the more number of columns
disjoint rows more number of prime implicant has to be taken. So obviously, you require
two different columns to cover these two rows in general the argument has n row that are
disjoint pair wise we require n columns to cover the matrix. So that is obviously in this
case the rows are said to be independent set of rows, each of the rows is in the that is

prime implicant row or the column are independent of each other.
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Computation of the Lower Bound
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For cyclic matrices, lower bound s 1 or more, a5 shown in the following
Ehedram

Therorem 1: The lower bound for & cyclic matria b af least 7

Thedre B only one Cade when the lower bound i 1. condtraint maltris contalng a
full cokima of omed, |m this caie, The matris cannat be oyclic becauie the column
witf, s ones dominates all the others. The matria can therebore be reduced to
s cojimn, which i obviously essential. Thua, such a matrix is not cpclic

So in the constant matrix given below correspondingly to minterm 1, this is your matrix
this is there, so you can see that in the constraint matrix given below row corresponding
to minterm 1, minterm 2 and minterm 5 are independent and so are 2, 4 and 6. So if you
see this if you take row number on in this sorry if you take row number 1 just consider
this row you can see that row number, you can see that you can see that it does not have
anything in common once, in common row 3 in 1 row 3 have 1 in 2 and 3 and row 1 has
1inrow 1 and 6 row number 6 has a sorry h 1 3 and 5 sorry 1 3 and a 5. If you take 5 if
you just find out a 1 in place of 4 and 5 h excuse me. So that is what, so if you have to

cover the 1 3 and 5 3 columns are required. So for example, if you take P1 1 it will cover



minterm 1 and if you take PI 3 it will cover minterm 3. So if you take minterm 4 5 you

have take 4.
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Computation of the Lower Bound
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For cyclic matrices, lpwer bound s 1 or more, &5 shown in the foliowing
Eheddam

Thaeorem 1 The lovaser bound for & cyclic matria & af least 2

Thede B only one cade when the lower bound i 1. condtraint mairix containg a
full cokima of omed, |m this caie, The matris cannat be opclic because the column
uui:.’a- net dominates all the others. The mastria can therefore be reduced to

o
ok Cojimn, which is obviously essential. Thus, such a matrix s not cpclic.
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So in other words 1 3 and 5 are all column disjoint rows are independent rows similarly,
if you take minterm 2, minterm 4 and minterm 6 you can find out that there is no single
column common for 3 of the rows. If you have to cover minterm 2 you should have
taken PI 2 or 1 minterm 4 you have take 3 or 4 for minterm 6. You have 5 or 6 so 3s0 3
rows are required sorry 3 columns are required to cover column 3 5 and 6 and 3 will
require to cover 1 3 and 5 of course, this independent sets 1 3 and 5. So 2 4 and 6
between 2 these two sets there can be obviously overlap but, if you consider 1 3 and 5 3
are required for 2 4 and 6 again three columns are required but, between these two
subsets common sets will be there by looking at this matrix, easily you can say that lower
bound is 3. So because there is 3 column independent rows so we can say lower inbound
IS 2.

So that is what is the saying, so we at least need 3 columns to cover the matrix, so the

lower bound is 3 in this case.
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Selecting a Subset of Primes

Lt us consider an arbitrary constmant masrm a4 shown bl
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1. A function haz a oyclic core i we cannot identily columns of the constraing
that maist be part of the tolution or TRt Chin be eliminated

2. In the arbitrary constraint matrhy, each row s coversd by exactly tawo columns
and each codumn Cowers exaitly Dwo rows. Thede B no elsentis] primed. There

s no apparenl resson 1o PH'I‘F gne column over another, For this matris we
must proceed by choosing one column arbitrarily and finding the best solution
ject to the adiwmption that the column i3 selected, We mudt then aiiume

he column i ot In the solution and find anather solution, This procew

till the whole solution spasce is explored
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For cyclic matrix lower bound is 2. So how about lower bound? Because nobody can
give you a lower bound less than 3, it can be more nobody is saying that it has to be
exactly 3, nobody can give you a solution less than 3 in a cyclic matrix. What is a cyclic
matrix? You have seen a cyclic matrix something like 1 sorry. In last class we have seen
some example, so cyclic matrix is something like you just remember what are cyclic
matrix is so there will be always two 1s, you cannot reduce the matrix as you can see this
one, this one, this one and this one these matrix cannot be reduced. So this is a cyclic
matrix. So nobody can solve it in the single column. So there is not reduction possible
there is no column with 1 so at least the lower bound is 1 plus 1 that is equal to 2.
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selecting a Subset of Primes
Let us consader an arbitrary constmans magrx a4 shown belom
Ml P2 FD PH
mmterml | 1 Q o
minderm? 0 | 1 0
miggerm3 0 0 1 1 |
miemmd | 0 D 1
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1. A function has a oyclic core if we cannot identify columns of the constraing
that mast be part of the solution or that can be eliminated.

2. Inthe arbitrary constraint matrin, each row s covensd by exactly two columng

and each Cokimn CoOvers Sy Dwo rows. There B nd etieniial primed. Thede

i no apparent reaion to prefer one column over another. For this matrls we

must proceed by choosing one column arbitrarily and finding the best solution

ject b the aitumption that the column 3 welected. We Mt then aiiume

column iz pot in the solution and find another solution, This process

till the whole solution space b5 explored
NETEL

In such away there is no reduction possible there is no column with all 1s. So it will work
always 2 but, it does not mean that all will be it says that nobody can find a solution less
than 2 column why? Means there is no row which is a all one 1s; that means, the plus 1
plus 1 plus how much i 1 plus 1 which is minimum 2 rows must be required and the

further the matrix cannot be simplified.

So for all cyclic matrix what | was saying for all the cyclic matrixes. So the lower bound

IS 2 so that is what is the thermo 3? The lower bound of the cyclic matrix is 2.
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Computation of the Lower Bound
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For cyclic matrices, lower d ks 2 mone, 85 shown in the following
theorem, - -
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Thede B only one Cide when the kiwer bound 5.1 malrix containg a
full coliema of amed, Im this case, the matris cannat be oyclic because the column

:f’ & dominates all the others. The matris can therefore be reduced to

. which is obviously essential. Thus, such a matrix is not cyclic.
HFTEL = =



So why is it so? There is only one case the lower bound is 1. So by just beginning with
the contra positivity lower bound is 1. So the lower bound is 1 means, that somebody
must be able to find out the solution 1 1 this 1 1 column 1 column solution means, the
matrix contains the full columns of 1s and if full columns of 1 then it is not a cyclic

matrix and cyclic matrix is a case which I have already shown in the last slide.

(Refer Slide Time: 36:24)

Computation of the Lower Bound
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So in the i t has 1s but, it has no row with all 1s. So the matrix cannot be reduced. So
minimum 2 columns are required to solve the problem. So that is why the column is the
lower bounds 2. So there is why the column matrix is not a cyclic matrix? So lower
bound is actually 1, so lower bound is 2 means 2 plus nobody can give you less than 2
you have to add something. So these are some of the thermos. Now we are going to see
why heuristic to complete the problem? So again it will not give you a accurate solution,
it will give you some solution it says that add a field w to each row which is equal to the

number of 1s in the row.

Choose the rows with minimum number of 1s, choose the minimum number of weight
w. Let it be r i. So multiple values rows choose the one form the top. So for each of these
rows you are adding you count the number of rows in that row and we are arranging it in
an ascending order. So we are arranging it in an ascending order. So then what you do?
You start taking it from the top. So delete all rows r j so at less at r j have at least 1

column in common 1 row in common also delete r j. So what we are doing r i is false. So



we now first delete this row and then if you have common 1s, if in between in other rows
rj. So this one common over r j say r j. So in this example another rj is there one in
common there. So another r j having one common. So you delete r i along with it you

delete r j also repeat this two until not more no remains.
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.'{__..-"' Jmmndermd-—0__ () ;T [i [i] A _'m.-"
' mimgermad 00 D] L ilmal_
s 0w = 2
B - (o

I thils cate, we JIarT with rosw] (rmdmterml) whilch has he rbniremn vl ight and
eccurs first in chronplogical order among all other rows having equal weight
Mow, rows minterm? snd mintermd are sl eliminated becaune of commaon
columng coheman] (PI1) end colemnd [FIo), respeciively. In the next iteration,
roawd B selected. Mow, roevs mintermik snd mintermS sre sho eliminated
becaute of cammon columns column (PIT) and calumnd [PI3), respectreehy. As
rhtﬁ i M o, Lo Bound = I and comprises (L 3] B may Be noted
th IE!I.: g the bowrd |y i;nl: sharp, :: we require ot heast thres colemng in
el e

How many times you have selected r 2 sorry r i? That is the actually your lower bound.
So we will see with the example that is written and then we will again come back this
one tell the motivation of the structure because in this you see w is equal to 2, since there
are two 1. So here is also 3, 1, 2, 3, 1 less than 1, 2 and so forth. So in this case this are

the ways, now this is the least weight 2.

So you start up with some other 1, 2, 3 1, 2, 3, 4 four rows are having the weight of 2
but, again | have told you to start from top these are the keys. So this is the what you
have said. Now you eliminate this, now tell my lower bound is 1. So what you have to
do? The row 1 and a 1 and 2 same one is a common. So again you read is 2 they again it
is common with this one. So again you reduce this one right this is no commonality | do
not think there is no more commonality here. So these two are rows are reduced, now

row number 2 and row number 4 gets deleted. So next what we do? Sorry.
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Computation of the Lower Bound

Let in consider the comstrainl matrix given below . The werghts w ane abio shown
1 the enalry
Ml FI FM3 F4 M5 Fi6
| '|"A'-,. ll".-'l __,-"I _mimernd {1} :-\. .I'-'_I 1 a 0 wel =2
.'\-... N -,.-"" minierm3 0 [} :“||_. (1] o 0 = K4 -?“:]
S miwemnd O 0 O 1 [} 1wy L_’/
mintamn s 1 LU ',lJ" | i} 0wl
et 0 0 0 0 0 1 w2

I ehils cade, wie JIarT with rosa] (Frdmterml ) wikich has R mlnsmim vl gt and
cccurs first in chronplogical order among all other rows having equal weight
MNow, rows minterml snd mintermd are sho eliminated becaune ol commaon
columng cohamn] (FI1) and colsmnd (F13), respeciively. In the next iteration,
roavd B selected.  Mow, roevs mintermb snd mdnterm® sre abo eliminated
becaute of cammon columnas column (PIT) and calumnd [PI3), respectreehy. As
rhfﬁﬁ i MRl oW, I.u;-m:-: Bomng = z_.iru:l comsprises (L 31 0 may Be noted
thist Inghis case the bowrnd ks nof tharp, & we reguire ot keast three colemng in
ol e

Now it is done. It is left with this matrix. Now you can think about this, you reduced
matrix you are having. So again you take this the third row third row you can say that
this row you delete and you add a 1 over here. So if you are deleting a row 3 what are the
commonalties you are having? So it has two row s it a common, so again row number
there you have deleted you have a common of you have taken this row you have taken
this row a common which is 6 6 also you can delete because this one is having a
common with this one, this is gone, this again you take this one again it have common
with this one. So this one is gone there is no more this one. So the lower bound is two
and it comprises 1 and 3.

So let us quickly see? What we have done so we stared with this one we started with one
this one is having with this one this one can be eliminated this one is having a common
with this one. So four gets eliminated and any more commons no and actually you add
this one this row is added. So you take row this is common with this one. So this guy is
eliminated. So this guy is having a column with this one this guy is eliminated. So 1 and

3 are remaining.

So this we have included so the cost is 2 1 plus 1 is 2 these are the way of saying. If you
take this matrix nobody can solve it or give a solution less than 2 prime implicant. So

this is the idea.
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Computation of the Lower Bound

Thee key Feature of this algorithm ks it just chooses the “shorest™ row, that i, the
o weith the fewest nonero columns, and breaking ties in scending order.

The basic mothation of choosing the “shortest™ row first, comes from the fact-
shorter the row B, highes i the probabiBty of involving a column 0 cover it If
there i 8 row of wel, then one column is mandatory to cowver i AR rows with at
least one commaon column of 1 are deleted because, all the rows can be covered
with the common columns. This makes the solution faiter becsuse we eliminate
maey renws quikcicly.

HMowever, thit aho leads to nsccurscy explained a3 follows. Let row] be welected 1o
be deleted. Lot row? has common column a3 columnl (with rowl) and row3 ha
common column & columnd [with rowl). 5o the ke bound estimate in this case
B 1: deletion of rowl will alio eiminate rowl and rowd Because of Godeman
eolumns hising 1. Alvo, ket rowl and rowd be singletons. To cover row] and row?
we sabect columnd, then selection of columin? ks mandatory for rowd, Similarky, 1o
£ 1 and ronad B wee select columnd, then sebection of columnl i mandatory

v Therelore, we require two columns in this cate, which b not reflected in

]
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Computation of the Lower Bound
Let is consider the comstraint matnix given below . The werghts w are ala shown
m the matris
,.v" F(I i P O it
L T f fimeal 1 0 0 0 1 0wd{Ig—
Q;-., ' g} [_'_'l] I 0 1 & 0 ws=l
(9 miokend 0 1 1 0 0 Owsd
q’}' migemd © 0 0 1 (B 1 w=3
mgiderm® 0 L1} I 1 a 0 w2
minlernd 0 | 0 0 o I w2

I thit cate, we S2arT with row] (mincerml) which has the mindmum weight and

occurs first in chronological order among all other rows Raving equal weight
Mow, mosws mintermil snd mintermdd are o eliminated becauvse of cormemaon

columng cohamnl (PI1) and cohemnS [P15], respectively. in the next itermtion,
roavd = selected. Mow, roavs mintermbk and méntermS sre sho eliminated
becawte of common columns columnl (P12) and calumnd (PI3), rezpective by Az
e mene rows, Lower Bound = 2 end comprises {1 31 it may be noted
s casg the bound l§ not sharp, as we require ot least three columnsg in
EhEEE.

So now heuristic is this is the heuristic now what is the modulation? So actually
modulation is written in this slide modulation is written in this slide then we will see
what we have done we will see and again we will come back and explain. So what is the
modulation? Modulation n says that why we are given weight? The minimum weights
are two, minimum weight is one; that means, what is this row will be covered by
minimum number of columns. So to include this it is more difficult to get this in included
compared to this one because this is covered by prime implicant, it has the highest



probability of selecting this row or this row of covering prime implicant but, here is the

number is 2 some 1.

So 11 in the row, so it becomes an essential prime implicant the less number of 1s, it is
more difficult to cover this row less the probability more the difficulty we should the
probability all the rows are provided. Idea is that, it is very difficult to cover that row
compared to a row which is all 1s number of 1s. So that is that is why we do the
ordering. We start with this one we take the number of we say that we select this row. So
how do you select this row? We select this row it may either selected by this one or
selected by this one and why you have started with minimum number of one? Because it

is more difficult to compare with of the other case where more number of 1s.

Now we say if row number 1 is covered by pi 1 and automatically minterm gets covered
right. If you cover it with P1 5 so in turn 4 case so; that means, if may it is covering that
it is having a very high chance minterm 3 and minterm 4 gets covered. So it is actually
cutting out the problem. So you quick reducing the matrix we had but, in essential what
we happening you will cover minterm 1 either by PI 1 or the by PI 5 but, not both by this
case we have a choice if you cover by PI 1 you can eliminate minterm 2 or row 2 gets
eliminated. If i if i use PI 5 you can eliminate row 4, row number 4 can be eliminated by
or but, you do this you are doing it with a tree else portion if I cover Pl 1 in minterm you
remove r 2 row 2 or if | give by 5 you remove 5 and again you see r 3 is coming into

picture.

But, we do not want to do that, what we want to do? We want to do is that we want to it
for a quick solution in this case, it will cover by either pi 1 or PI1 5 but, not both but, it is
a good chance that this will be covered or this will be covered. So if we take row number
3 so row 3 so this 1 you do by PI 2 you can cut minterm 6 if you do by PI 3 you can cut
PI 5 but, not both in this case, we will cut both because the heuristic will going to give

you the lower bound.
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Computation of the Lower Bouwnd

Lot in commider the comstraint matnix given below . The werghts w are alio vhown
wm thss malies ;
N | 1 I"'J".{ I'i-1f Fl4 I'fj/I'Ill
f gt 1 0 0 0 1 0wd I
AT 1 o 1 4] 0 =3
menierm3 0 ﬂ J.:.‘l 1] 0 0w
; Magsend 00 .|:- 1 | | w=3
mifilennd 0 0 1 i} | . ]
shigidamnd: 0 1 ] 0 4] I wwX

I thi cade, we 10arT with row] (misterml) which has e mbnemim waight and
eccurs first in chronplogical arder among all other rows having equal weight
Mow, rows minterml snd mintermd are sho eliminated becaune of common
columng cohemn] (FI1) snd colsmnd [F1o), respeciively. In the next ieraton,
ronvd B selected., Mow, roavs mintermik snd méntermS sre abo eliminsted
becaute of cammoan columas column (PLT) and calumnd (PI3), respectreely. As
rhtﬁ ni M o, Lowa Bound = I and comprises (L 3] B may Be noted
th ﬁi: sy the bowrd Iy ﬂ_nl: sharp, ;: we require ot heast thres colemng in
el Rt

It is saying that if you cover PI 1 it has a good chance minterm 6 will go and if you do it
by minterm 5 it has a good chance row 5 will go but, not both but, there is a solution.
That we are going to cut down very fast. So we are just seeing that we have a co-ability
there if you take minterm 1 you cover by PI 1 or you do not say anything, you just say if
first row is covering there is a good chance of covering minterm 2 or say minterm 4
directly minterm 4 directly. So we cut out both of them and so, this speed is coming in
this algorithm because we are seeing or and more number of rows in the iteration and

there is no if else condition.

So you are quickly going to get a lower bound obviously, you are going to get the lower
bound but, not any positive delta why positive delta is not there? Because we | am
covering this row by Pl 1 and automatically another row gets covered by 1 you either
eliminate row 2 or but, not both that is very much clear over here. If you take Pl 1 you
can cover minterm 1 and minterm 2 and if you take P1 5 you can cover minterm 5 and
minterm 4 but, both of them are not going to happen but, in this heuristic in one row | am
covering minterm 1, minterm 2 and minterm 4. So you are taking more number into
picture, you are going to get the lower bound downside negative side not to the upper

side.
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Computation of the Lower Bound

The key Feature of this algorithm ks it just chooses the “shorest™ row, that s, the
row with the fewest nonnero columns, and breaking tes in ascending order

The basic mothation of choosing the “shortest™ row first, comes from the fact-
shorter the row B, highs s the probabiEty of Fvahdng & column o cover Bt If
ihere i & row of wel, then one column is mandatory to cover i. AR rows with at
least one common column of 1 are deleted because, all the rows can be covered
with the common columns. This makes the solution faster becsuse we eliminate
ATy renwe quicichy.

Howewver, this sl lead to nsccuracy explained as follows. Let row] be selected to
be deleted. Let rowl ha common column a3 columnl (with rowl) and row3 has
common column as columngd [with rowl). 5o the kwer bound estimate in this case
i 1; deletion of rowl will alio eliminate rowld and rowd because of common
columns having 1. Also, let rowl and rowd be singlston. To cover row]l and rowl if
we sebect columnd, then selection of columind ks mandatory for row3. Similarky, to

1 and ronwd B we teiect column, then selection of columnl s mandatory
ﬁ?ﬁmmmnmﬂmhﬂmﬂhﬁhmmn
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Computation of the Lower Bound
Lot in comsider the comstraint matris given below. The weights w are alio shown

0w

0 wel

0w = &

I wuld

0 w=d

1 w=l

Ins this case, we start with rowl (mintermil) which has the minimum weight and

occurs first in chronological order among all other rows hiving equal weight

Mow, nows minterm? snd mintermd are alo eliminated because of comman

columng cohsmnl (PI1) and cohemnS (P15, respectively. In the next iteration,

rowd i sebected. Now, rows mintermé and mintermS sre sho eliminated

becawte of common columns column (Pi2) and columnd (Pi), respectively. Az
no mons rows, Lower Bound = 2 and comprises {1, 3] it may be noted
casg the bound Is not sharp, as we require at least three columns in

§ fmiﬂﬂ:‘rﬂlﬂfyﬁﬁ

o == O = 0

uuann
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Computation of the Lower Bound
Let v commidder the comstraint matnx given below . The werghts w are abo chown

m e mnalrey
4
L 1 |'|f Fi3 Fl4 J|'r|l

i M 1 0 o 0

| 0 i 3 P
P, - .ﬂ'lHir:F'l.‘ j 1 o | 6 0w ]ﬁ
/FE" menderm - 0 '? Ly o 1] 0 B
{ __,nutl;-{ﬂl B0 ] 1 I wel
i minesm® 0 00 [ 1 0 0 w=l
fipidermlh O 1 o L1} ia 1 v}

I thit cade, we 1Lart with rosa] (Frdmterml) whilch has e mbnemem v ight and
oLgurs first in chronglogical order among all other nows having agual weight
Mow, rows minterm? snd mintermd are sho eliminated becaune of comman
columng cohemn] (FI1) and cohsmnd (FIo), respeciively. In the next iteration,
roavd B sebected.  Mow, roevs mintermik and mintermS sre sho eliminated
because of camman codumnas column (PLT) and calumnd [PI3), respectreely. As
rhr'"q ni Mo rows, Lower Bownd = & and comprises (L 3] B mey be noted
th ﬁu: iy the bowrd Iy J;nl: tharp, ;: wie require ot heast thres colemng in
el R

We want explicitly to do that, because we want a faster solution that we are quickly
going to reduce the number of matrix sizes and it is actually going to give you a good
solution I mean | am sorry the it is going to give the fast solution but, bound is going to
be in the negative side. So real solution is higher than the bound I get that is how your
heuristic is designed or branch-and-bound heuristic is designed. If you can reach the; that
means, what whatever the algorithm will give you is this one, this is the real solution can
be here or real solution can be here or heuristic solution real solution can be above this or

at the level of heuristic but, the or never be down this side.

So that is a good sign if you somehow get your solution by branch-and-bound some
solution you are doing if you actually reaching the reaching the value you have got you
know that my solution is the most optimal one and cannot go beyond that one, because
this heuristic is going to give you a solution at least the here may go above the lower
bound but, nobody can get the solution less than that value. So if you are doing a branch-
and-bound and if you are going to given by the heuristic. So you have reached the
solution, where nobody can give the very very less value, this is how the heuristic is. So
that is | told you this is how you going to by saying that taking minterm 1. So | covered
minterm 1 also minterm 4 also how it is possible? It is possible because it says that
nobody can do less than that nobody is saying that you need not go more than 1 what the

heuristic is suggesting.
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Computation of the Lower Bound

Thee key feature of this algorithm ks [t just chooses the “shorest™ row, that &, the
rove weith the fewest nonero columns, and breaking ties in sscending order,

The basic mathation of choosing the “shortest™ row first, comes from the fact—
shorter the row K, higher i3 the probabiity of rvohdng & COWMA T Cover It I
there i & row of wal, then one column s mandatory o cower B AN rows with ot
least one common column of 1 are deleted because, all the rows can be covered
with the commaon columns. This makes the solution faiter because we eliminate
rmaeTy rows quickly i; iy

-]
HMowever, this aho leads to Insccunacy EEHH'H‘I‘ a3 follows. Let frowl be salectad Mo
be deleted. Let row? has common column a5 colmi T Tasth rowl]} and row3 has
Comimgn codumn &8 codumnd [with rowl ). 50 the krwer bownd estimaete in this case |
B 1 deletion of row] will alio eiminate rowl and rowl Because of Codmemon
eolumns having 1. Also, lot rowl and rowd be tingletons. To caver row] and rowl i |
we sebect cobumnl, then selection of columind B mandatory for rowd. Smilarky, fo |

-5 wl and rowd B owe teledt columnd, then sebection of eolumnl i mandatory |
ll}l"r'-“' Therelore, we require two colurmns in this case, which s not reflected iﬂ.'
thg g}-w. )

That is why some inaccuracy is there. So basic motivation is that taking the shortest row
is that because shorter the row higher the involving the covering the probability other
words more difficult it is to be selected. So in other words shortest rows minimum
number of rows, minimum number of rows means? That it is going to become a essential
prime implicant column corresponding to it we have to implement it. So give some
probability to selecting of the row told you it is also in accuracy. So very simple example
is that let row one be selected or deleted, so that can be the case later row two has a
common column, let row two has a common column as column one with row one row
three as common column one with row two just read this paragraph and do this we will

finally, happen.
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Computation of the Lower Bound

The key Peature of this algorithm s it just chooses the “shortest™ row, that i, the
o weith the mmmmmuhmm

The basic mothation of choosing the “shortest™ row first, comes from the fact-
shorter the row i, higher is the probabliity of Trvaking § colmme 1o tever it If
there i 8 row of wel, then one column s mandsory to cover . AN rewt with at
least one comman column of 1 sre deleted because, all the rows can be coversd
with the common colmng. This makes the solution Taster becsuse we eliminate
rmacy rows quickhy. b
[
M.ﬂﬂwwhﬂu%wrmlhm
be deleted. Let rowl has common colume a3 rewl) amd row3 has
comimon column s columnd (with rowl). 5o the lower bound estimate in this case
i 1; deletion of row]l will alio eiminste rowl and rowd becaute of cowmmon
columns hawing 1. Also, let rowl and rawd be singletom. To cover row] and rowl if
we sebect codbumnd, then sefection of columnd b mandatory for rowd, Similarky, to
1mmlnwtﬂmlmmmm13w
%mmmﬂmhhmﬁﬁhmﬁmﬂh
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Computation of the Lower Bound

The key Feature of this algorithm ks it just chooses the “shorest™ row, that is, the
row with the fewest nonnera cohumns, and breaking tes in ascending order.

The basic mothation of choosing the “shortest™ row first, comes from the fact--
shorter the row b, higher s the probabiity of Involving ¥ eolume T eover it If
there i 8 row of wel, then one column b mandsory to cover . AN rowt with at
least one common column of 1 sre deleted because, all the rows can be covered
with the common columns. This makes the solution Faiter becsuse we eliminate

ATy rena quicihy.

HMowewer, this aho leads to a3 follows. Let now] be selectad
ud.uuu.mmh-n%wﬂﬂmm
comimon column s columnd (with rowl). 5o the lower bound estimate in this case
i 1; deletion of row]l will alio eiminste rowld and rowd because of commaon
columns hawing 1. Also, bet rowl and rawd be singletom. To cover row] and rowl if
we sabect columnl, then selection of columnd b mandatory for row3, Similacky, to
1 and rowd B we select columnl, then sebection of columnl is mandatory
ﬁw“mmﬂmhhm&rﬁﬁhmuﬂndh

(
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Computation of the Lower Bound

Thie key Feature of this algorithim b it just chooses the “shoret™ row, that is, the
rovw weith the fewest nonero colwmns, and breaking ties in sscending order.

The basic mothation of choosing the “shortest™ row First, comes from the fact
shorter the row B, higher b the probabiEty of Irvohdng & COWA T Cover It I
there s & row of wal, then one column o mandatory 1o cower i. AN rows with at
least one common column of 1 sre deleted because, all the rows can be cowversd
with the common columns. This maked the solution faiter becsute we eliminaste
ey renws quicicly

| HMowever, this alo leads to Inaccuecy I:'l:F_l_'llﬂ'H.l a3 follows. Let rowl be selectad i
be deleted. Let row? has comman column a3 columin] Twith rewl] and row3 has

‘ COmimDn column i codumngd (with rowl ). 30 the keeer bound esiimats in this case

B 1: deletion of rowl will alio eiminate rowl and rowd Because of Godmemon
columng having 1. Alse, ket rowd and rowd be singletons. To oover row] and row? if |
w sebect cobumnl, then selection of columind B mandatory for row3. Smilarky, fo
| cuv?u-l wl and rowd ¥ we teledt columnld, then sebection of eolumnl is mandatory |
| For ‘ﬂ Therelore, woe require bwo columns in this cise, which & not reflected mll'
I':h:r_ Ll b 4
1

i

So it is saying that let row one be selected let row has common column one so, sorry this
IS row one, this is row one, this is row two and this row three, this is 1, 2 and 3 k. Now it
IS saying that row two has a common column as row one this is both of them have one
column one and row three has and row three has a as column two with column one. So in
this case it is a one, this is a one, this is a one and zero kind of thing and this is also a
zero kind of thing. So lower bound estimate in this case is a one. So how is that? So here
the weight is 2 itisa 1 and it is 1 k. Now if you take in this case this how it will look like
and now if you find out this whole algorithm. So you can find out the in this case the

lower order algorithm will be equal to 1.

So how is that one, let us see we have taken row 1 and selected it with 2 sorry you just
represent it just with this way, note it in different way and nicely find out. So let out read
form this row two have column one with row one. So with this row 1, row 2 we will take
a. So we will just take this point giving an example in this case the point is going to be
radiant. So you just remember this point and again we will come back with slide with
this example. So how the solution is going to be a wrong estimate? So this one will come
back to the point, so just because this heuristic we have taken some times you may get a
wrong value. So how it is there we will take an example and come back again to this
point. So this is the example we are talking about and the same example will show you

that sometimes you are going to get a wrong estimate.
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Example of Branch and Bound applied to Unate covering
Lot us contider the comuiraing mairic gven Below. I may be noted that thia
matris cannot be cannot be further simplfied. H we apply the guick lower bound
Etimate , we pet Lower Bound = 4 compaiging (1, 3,5.7)
Pil P12 Pl PH O PIS Pl P PR P PID P

menicrm] ] 1 L1 L] L] ] o L] L] L1 ]
manterm” K] | | L1] 0 ] 0 ] L] L1] ]
municremd o L] | 1 i} o [} i} i 1] 1
manteremd 1 (1] [1] 1 o o i 0 1] [1] ]
muintermS i) L1} L1} L] 1 1] L] 1] 1 i
it erend i) L1 L1 LI, 1] 1 1 L] 1 L1 1]
i Akere 0 1] 1] 1] 1] 1] 1 1 1] 1] 0
munterm® ] 0 [1] 0 1] 1 0 1 1] 1 1
mmniermS a L1 L1 L] 1 0 (i} il 1 1 1
|1|_-||'|:!r 0 @ L1] 0 L] 1 1] L] 1 1 L1 1]
"'""'::'I.I 1 K] 1] 1] 1] 1 1] 1 L] 1] 1] 1
nur;li-:;-;n::' 1 1] 1] [} 0 0 i} il n 0 1

So let us just go back and go, so this is the matrix. So this is the working example this
will be used by the theory. So if you look at this, this is very big matrix 1 will not be
solve it sorry. This let you can easily do that if you find out the lower bound algorithm in
this case. So you will find the lower bound is 4. So it will be equal to 1 3 5 and 7. So you

can just put up the rows and find out.

So 1 35 7 is your answer. So; that means, lower bound is 4 in the first bound of
algorithm lower bound is so nobody can give a solution less than 0 just you have to keep
in mind. Now if you are doing branch-and-bound and you find out that sorry 4. Now you
are doing branch-and-bound and solution is someone saying that then you are very happy

you have got the solution.
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Example of Branch and Bound applied to Unate covering

Mow we atart sxploring the solution space. Let s start with Pty
Pi1=1). With PI1 being taken, the following happens in the
sroms minterm, mintermd, and minterm112 are covered,
sgahpmnt P2 [by PI3) and P4 (by PL3) are domanated
sgalumn PI3 becomes essential

The Bimary search tree llustrating the search in the solution space by the branch

snd baund slgarithm is shown in next figure. The left edge (right dotted edge)
indicates the column being (ot being) considered.

®

HFTEL
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Example of Branch and Bound applied to Unate covering
Let us conider the comirsint matrix ghven below. it mey be noted that thia
matrix cannot be cannot be further simplified. If we apply the quick lower bound
witimate , we gt Lower Bound = 4 compriting (1, 3,5.7].
PIl P2 PI3 PH PIS PI6 PIT PR OPOOPHIO PHID

manterm? O 1 1 o0 8 0 O 0 LU o
mnerm3 0O 0 1 1 B & 0O B B i L
mintermd 0 O O 0 | | e o 0 1 LU
mntermés 0 0O O 0 0 1 Y - | L] 0
minter? 0 0 O 0 0 0 I | ] L] 1]
minterm8 @ 0 0 0 0 1 e 1 0 1 1
minterm® 0 0 0 0 | o o o 1 1 1

3 m a o0 o0 0o 1 g o 1 i i L
El 1 & 0 0 0E 0 1 g 0 L] 1
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Example of Branch and Bound applied to Unate covering

Mow wil ACart sxploring the soluton wpaces. Let 3 start with sslecting P (Ls.,
Pil=1]. With PI1 being taken, the following happens in the matrix '-\
g minterm ], mintermel, and minterm 112 are covered, o
sealsmng FiE [by P13 and F_‘.:-I by PL 3] e doemdnatied
stalsmn PIT betomet esiential

The Bimary search tres ilustrating the search in the solution space by the branch
and baund slgarithm i3 thown v next figure. The et edge (right dorted sdge)
micates the column baing (ot Being) consdened

So now what we will do now again we will start exploring. Now you have to start with
so, start exploring the solution space later start with PI 1 in this case there cannot be any
preprocessing done, there will be no essential column, no essential row will be there. So
no single term nothing will be eliminated with row dominance or column dominance or
nothing or nothing simplification can be of this matrix as of now. Now we start exploring
solution you take Pl 1 now what we do so? If | take P1 1 so atomically this row will be

covered so again P1 1 minterm 3 will be covered.

Let us we nice we remove this because | have taken p 1 so this is also eliminated and
again minterm 12 is as well eliminated because | have taken the this no I have taken.
Now in this way you can see that what happens? h this is what | have taken automatically
Pl 1 minterm 4 and minterm 12 gets covered correct? Now you have to just see you have
to now what are the replications for that rows 1, 12 are covered column Pl 2 and 4 are
dominated PI 4 and what you seeing P1 4 are dominated Pl 2 so we see Pl 2 has a 1 and
P13 has two 1s in it.
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Example of Branch and Bound applied to Unate covering
Lot us contider the conuiraing mairic gwen Below. I may be noted that thin
matrix cannot be cannot be further simplified. 1 we apply the guick lower bound
sitimate , we get Lower Bound = 4 comprising (1, 3,5.7]
i o e o PIS Pi6 PIT PIR P19 PIIO PN

B 6 0 B @ i N

munkerm? O
minterm3 0
_interEr——— -

mintermd 0 0 0 1 0
minterm& 0 0 1 1] (1]
minterm? 0 I o o o0
minterm& 0 I o 1 1
mintermd 0 6 1 1 1

ewpl0 O 1 1 o o

teghll 0 g 0 0 1
u_:ﬂrrn PN o T
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Example of Branch and Bound applied to Unate covering

.'-Ir--

Mo we start exploring the solution space. Let b start with selecting P [ik.,
Pil=1]. With PI1 being taken, the following happens in the mairx |,
*rovars minterm], mintermd, and minterm112 are covered,

seohamng PI2 (by PI3) and P (by PI3) are deménated
sgaluemn PIT becomes eviential.

e —

The Bimary search tres ilustrating the search in the sohution space by the branch
and baund algarithm is thown in next figure. The ieft edge (right dotted edge|
indicates the column being (ot being) considered

®

HFTEL

Similarly for PI 3 so no other 1s in this column and no other 1s in column. So obviously
this PI 3 is dominating PI 2 and PI 4 by that you can eliminate this and you can eliminate
this these two rows get I mean this two columns get dominance by P1 3. Next what is the
case? Pl 3 become essential why is that? Now you see that the row in row 3 you see it
there is only a 1 1 in that. So Pl 3 becomes a essential because in this case Pl 2 get
dominated by P1 3, PI 4 also get dominated by PI 3.
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Example of Branch and Bound applied to Unate covering

Let us contider the comirain mairic pen Below,. I may be noted that thin
matris cannot be cannot be further skmpldfied. H we apply the guick lower bound
Etimate | we get Lower Bound = 4 compriing (1, 3,5.7)

PIl I'!.“ I‘E,‘I- I‘rl P M6 PFI7 PR MY Mo P
mieswd=—{)—] 0§ 0 0 o a4 @0 0 0

auntoremsd L] I!' f Lr 1] 1] il 1] i ik 4
munkermd — 0 * L/ ;__ (1] o 1] i—0 L B
minsemd——4§—o ————— -
minterm$ 0 A T R I TR T AR M 3
mEnieremd: i) I: 1] ] 1] 1 1 L] 1 L1 L]
mankerem |J L1 ll i} 0 1 1 i} L1] 0
mintermi a p |0 | ] | ] 1 1
manigrmy a i L1 L 1 0 [} il 1 1 1
i 1 0 1] }l 1 1] L] 1 1 L1 1]
1|1?:::'I'II 0 :T 1 0 1 4] 1] (1] 1

- (I A
mh‘réu:.-_;;én::-— ;,}—1!- ¥ 0§ U—o_ § O——F
Now you can eliminate Pl 3 and PI 4 and you have only 2. What you say this numbers
this P1 2 are there obviously, if you look at the minterm 3 there is only a one term they
all are eliminated. So this only one is there whole row so obviously, Pl 3 becomes
essential Pl 3 becomes essentially automatically minterm 2 gets covered by this 1 and
minterm 3 gets covered by this 1. So our current solution is what we have taken PI1 1 P1 3

gets covered

So your initial cost is 2, because Pl 2 and P1 3 is there so obviously, minterm 2 is gone
and minterm 3 is covered by this one and any more 1s over here. So no Pl 3 is obviously
taken into picture, this is the now we will find out the so you have got the simplified
matrix as this 1. So that is 5, 6, 7, 8, 9, 10 and 11. So this one is you matrix and you have
taken a Pl 1 and PI 7. So this is the fast type of the branch-and-bound algorithm cost is 2
1 plus 1 2 and the lower bound is find out by using this algorithm this is what the

structure.
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Example of Branch and Bound applied to Unate covering
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I Example of Branch and Bound applied to Unate covering

Mow we start sxploring the scolution space. Let b start with P lLe.,
Pil=1] With Pil being taken, the following happens in the mal
*rows minterml, minterms, and minterm112 are covered,
sgohumang PL2 (by PI3) and PI4 (by P13) sre doménated
stolemn P13 becomes eiential

The Birary seanch tres llustrating the search in the solution space by the branch

snd baund algorithm i shown in next figure. The ket edge (right dotted edge)
indicates the column being (not being) comidared.

NFTEL
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Example of Branch and Bound applied to Unate covering

rs

So now we have this space. Now what is the case? It says that sorry it is done in a
reverse way, in this case left edge right dotted edge indicate the column being taken and
not being taken. So this one is actually a this one corresponds to taken not be taken. So
generally, we write this left edge not been taken this is into been taken and this is taken
generally, right in this case it is represented by dotted lines and thick lines. So what is
that PI 1 taken obviously and PI1 3 comes default into picture because of essentiality and
Pl 3 and PI 4 gets deleted. So of the column dominance so, that is being represented by

this part of the tree.
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Example of Branch and Bound applied to Unate covering
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Example of Branch and Bound applied to Unate covering

The left edge from root note indicates P11 being taken. Also in the edge it b
marked that “P13, M2, PIA"=this indicates that because of taking PI1, PI3 had
to be considered and PL2 and P4 get eliminated, e

T

Afver reduction [Le., teking PIL, P13 and eliminating P12, PI3] we get the
foliowing matric. As of now, the cost of the salution Ejhh Pi3).

Pis Pio
mifterms & 1

miniermb
J_'II"IHMT
minlermi
minierm¥®

. minterm10 O
@uhmli D

HFTEL

= -

1
0
|
1]
]
]

FIT FE FB FII0 P

0 0 0 1 0
P o 1 o o
O & o o o
0 P o 1 1
0 o 1 [ [
o b 1 0o o
1 0 0 ‘0 1
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Example of Branch and Bound applied to Unate covering

Im this matrix Lower Bound = J comprising |5_§:- So i we explore on this mairis
the salution codt kv BOOMNT W24 =4 A3 IR value |5 equal bo that of the
Lowser Bownd on the nitial matria, we oxplans on the search pece. Let Ul now
conisder column PIS, 'With P15 being taken, the lollowing happens in the matrix

=rowd mindermy, miniermll, and minterml] ane covered,
=codumnas PHY by PREY, PI10 (PG} and PIL1 [by PIE) are dominated

The left edge from root note indicates P15 being taiken (free). Alo in the edge it
s madiesd that “PI%, PIDCPIL™ —this indicates that becaue of taking PIS, P19
P10 @nd PIL] pel eliminated
After reduction (Le., taldng PIS and eliminating P02, PHLOD, PI1) we got the
fallowing matric. Az of now the codt of the solution & 3 [P, M3, PI5)

P¥s PIT PIB
|Ir' i minicrmb | 1 0
mmtermy? 0 1 |

mnfermE | L1 |

Now this is the case left edge indicate that Pl 1 is taken and this one indicates PI 4 is
because of taking PI 1, Pl 3 have become dominance essential and Pl 3 and Pl 4 gets
eliminated because of row and column dominance sorry because of the row dominance.
So this is what is represented. Now this is your reduced matrix. Now what you do again
you have to apply the minimum bound algorithm. So again if you apply the minimum
bound algorithm find out that cost of the solution so sorry the intermediate cost is two
because you have taken Pl 1 and PI 3 because you have taken the reduced matrix again
you have to apply the what you have do lower bound algorithm.

So if you do the lower bound computation you will find that 5 and 7 if you take 5 this are
all gone and if take 7 7 in this case. So this one is gone what else this one is gone, this
one gone. So you can find out the by taking the 5 and 7, this 5 and 7 this find out the
whole matrix will be covered. So the so in this case the lower cost is nothing but, this is
the lower bound of this algorithm which is two comprising of column 5 and 7 sorry rows
5 and 7 when lower bound is 2 you have add it 2. So does not cost of this two because of
column number one and column number is two add two to the lower bound of this add 2

plus 2 is 4.
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Example of Branch and Bound applied to Unate covering
Lot us contider the comiiraing mairic pwen Below. 1T may be noted that this
matrix cannot be cannot be further simplified. H we apply the guick lower bound
Etimate , we gef Lvwer Bound = 'l-tl:lﬂ'!ﬂl-rl.lﬂt {1, 3.5.7].

Pt Pr PJ- Fis Fi6 P17 PIR P9 PO PR
_m.ml-—-l-—-{_} J, i O S | VN . WA . (N KN, &
Asnterrmed u i ik Ll il ik i
rmniermd i | | '\} 1] o L ! |
_mintorard——i— it e ——f—— -
minterms L & b e
mintermé 0 o ple 1 1 © 1 o0 O
minterm? [ F\ o 0 L Lo 0 0 |
minterms (1] g 1 o 1 0 I
mantermd L1 ] ] 1 8} L} l 1 1 1 |
{2 10 1] } 1 ) i} 1 1 1] i
mu 0 1 & 1 '8 o o 1
m:r;lc-l;-:nl"—‘ —o— %0 T 0—o&_ 0 O0—F
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Example of Branch and Bound applied to Unate covering

So now this 4 is the initial upper bound computation sorry initial lower bound
computation initial lower bound computation is equal to 4. Now we can understand that
is what to explore this path there is a chance that or you explore this path or you explore
from this area these are lead to the matrix. So cost is equal to the 2 2 plus 2 that is Pl 3
and PI 4 is 4 which is equal to the lower bound. So indicate that there is a good chance
that if you start exploring this path you may get a solution which is equal to the 4 or 5 or
something like that at least you get a solution which it is 4 or you are in a good shape
because nobody give a solution in less than 4 for this matrix that is already been proved.
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Example of Branch and Bound applied to Unate covering

Inﬁmmmnlwﬁt{{ﬁhﬂwmﬁmﬂ!hmlﬁ
the sohstion cost lower Boumd W 24l=L A3 this vakie i3 equal to that of the
Lowser Bound on the initial matria, we sxplore on the tearch ipace, Let s now
consider column PIS, With PIS being taken, the following happeni in the matri

srewa mintermG, minterm 10, and minterml] se covered,
=colummns PHS {by Pi5), PIL0 [PiB) and PI11 [by PI6] are dominated

The hefi edge from root note indicates P15 being taken [tree]. Also in the edge it
ts madioad that “PiF, PIDCPIL™ —this indicates that because of taking PI5, PI3,
P10 @nd PI11 get elminated.

After reduction (Le., taking PIS and eliminating PI92, P10, Pi1) we ot the
faliowing matrix. Az of now the codt of the sohation & 3 (P, P13, PI5).

Pic PIT PI8
™ minlermé | 1 0
mimterm? 0 1 |
minterm& 1 0 |

HFTEL
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Example of Branch and Bound applied to Unate covering
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Example of Branch and Bound applied to Unate covering

The left edge fromm root note indicates PI1 being talen. Alo in the edge it b
marked that “Pi3, M2,M4" —this indicates that because of taking PIL, P13 hai

o be considered and PLE and Pid get eliminated. —
it UL

After reduction [Le., taking P11, PI3 and sliminating P12, PI3] we get the
follcwding matrie. As of now, the cout of the salution ks 2 (P11, PI3).

fs Pl6 PI7 PIE PO PO PII
minterms_{ ) ——0—O0—O—— 0

“mmermé 0 1 T @& I @& 0 )
|misterm? ©¢ © 1 1 0 o 0

| minterm# 1 o 1 0 1 J)#
minermd— T 0 0 0 T T 1
minterm i 1 R N, | .

(:) mintermrH—t—— OO

HFTEL

Now, again what you do? Now you eliminate now you start working on the other matrix
he has given you the lower bound has said that very good you can explore on this matrix
and you may get a solution equal to 4. Now what you do row? Now let us consider
column five now PI 5 has been taken so trying this one PI 5 is been taken. So we are
going this path. So let us assume that we are taking this path we are so why we are
exploring in this path? We are exploring in this path because this matrix is lower bound 2
and good chance of finding a solution.

(Refer Slide Time: 56:48)

Example of Branch and Bound applied to Unate covering

Im this matrix Lower Bound = ? comprising [{iﬁ Lo If we explore on this matrix
the solution ot kower Bound B 244 & this value |s equal to that of the
Lowser Bound on the initial matria, we sxplore on the tearch ipace, Let s now
conibder column PIS, 'With PIS being taken, the following happens In the matria

srerwa mindermS, minterm 10, and minterm11 are covered,
=codumns PHY |by PRE), PI10 [PIE) and PI11 [by PIE) are dominated

The left edge from root note indicates P15 being taken (tree). Also in the edge it
s mariad that “PI, PIOCPIL™ —this indicates that becauwe of taking PIS, P13,
P10 @nd PIL] get elminated.

Alter reduction (Le., taking PIS and eliminating P92, PHID, PI1) we get the
fallowing matrix. A of now the codt of the sohation & 3 (P, P13, PI15).

Pic PI7 PIB
(.;_ mintermé 1 1 0
mmterm7 O 1 |
minterms | 0 |

HFTEL
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Example of Branch and Bound applied to Unate covering

The left sdge from root note indicates P11 being talen. Alo in the edge it b
marked that “F3, M2 P =this indicates that becaute of taking PI1, PI3 had
te be contidered and P12 and PiS get eliminated — -

After reducthon [Le, taking PIL, P13 and &liminating P12, PI3] we gel the
fallowing matrie. As of now, the cost of the salution ks 2 (PIL, PI3)

Fis Pi6 PI7 PIS PP PRO P

mintermi_ P —}—0—0—p—3 I
“mintem6 0 L) T 0 () | T
minterm? 0 0 I I ¢ [0 i
minlermf 0 g o i ﬁ i.l' d - 2
mHntcry I 1] (1] (1] i 1| T "I
= mmbermll i i I i i 'i'
)' mpterm 4 f——0—_ 10 |

Now let us take P1 1 sorry Pl 5. So PI 5 is taken so minterm 5 is covered minterm 5 is
covered, minterm 10 is covered and minterm 11 is covered. So that is a very good thing.
Now if you see our reduced matrix will be reduced matrix will be what? So reduced
matrix is now this portion right this is all reduced matrix. Now if you see our reduced
matrix what is the case? If there is any what happens you see with five been taken the
following happens row number 9, 10 and 11 are covered or say 5 is taken 9 10 and 11 are

automatically covered columns 9 10 and 11 are all dominated by 6. So you can check 9.

So there is only a one over here nine then what they have said what is the case 9 see 9 10
and 11. If you take 9 sorry 9 this is 10 and this is 11 as you can see 9 will be dominated
by column number 7 I think Pl 6. So if you look at Pl 6 taking a one over here and
inserting a one over here, so it is obviously dominating column number 9 similarly,
column number is also taken there is a one over here and extra one over here. So again Pl
10 is covered by PI 6 even for PI 11 there is a one over here, one over here and extra one

over here so Pl 6 is domination 9 and 10 so obviously, 9, 10, 11 get eliminated.
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Example of Branch and Bound applied to Unate covering

In this mttmhrrdllwﬁti!ﬂf‘l-h if wee explore on this matrix
the solution cost lower Bound W 264 A1 this value |5 equal to that of the
Lowser Bound on the initial matria, we sxplore on the tearch ipace, Let s now
conilder column PIS, With PI5 being taken, the following happens in the matrix

=row minbermS, minterm 10, and minterm1] are covered,
=cofumns PH by PREY, PIL10 (P} and P11 [by PIE] are dominated

Thae left edge from reot note indicates P15 being taien (tree). Also in the edge it
Is marioed that “PIS. PI0LPI1™ —this indicates that because of taking PI5, P9,
PIL0 and PI11 gt eliminated.

After reduction (Le., taking PIS and eliminating P192, P10, Pi1) we ot the
faliowing matrix. Az of now the codt of the sohution & 3 (P11, P13,PI5).

Pl PI7 PIE
@ mintermé 1 1 0O
minterm? 0 | 1

HFTEL
minterm& 1 0 |
(Refer Slide Time: 58:49)

Example of Branch and Bound applied to Unate covering

The left edge from root note indicates P11 being taken. Aho in the edge it b

marked that “PI3, P12, PIa"—this indicafes that becauss of taking PI1, PI3 ha

to be considersd and PI2 and Pid get eliminated, e
B TR

After reduction (Le., taking PIl, PI3 and sliminating PIZ, PI3) we get the

foliowing matrie. As of now, the cot of the 4 E{HLPE}.

BI5/Pl6 PI7 PIS 0 Pl

=l
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Example of Branch and Bound applied to Unate covering

Im this matrix Lower Bound = ? comprising I{iﬁ So if we explore on this mairix
the solution coft kwer BoOmd W T84 A1 This value i3 egual to that of the
Lowwer Bound an the initial mlﬂl.:;!ﬂ*!‘ on the search 1pace. Let us now
conibder colurmn PIS, 'With PIS being taken, the followding happens in the matrix
srerwa mindermd, minterm10, and minterm11 are covered,
=codumns PH |by PRE), PI10 [PIE) and PI11 [by PIE) are dominated

The ieft edge from root note indicates P15 being taken [tree ). Alo in the edge it
s mariesd that “PI, PIOCPI™ —this indicates that becauwe of taking PIS, P13,
PIl0 and PIL] get elminated.

After reduction (Le., taldng PIS and eliminating P02, PHIC. PI1) we get the
fallowing matrix. A of now the codt of the swolhution & 3 (PI1, P13, P15).

Pl PI7 PI8
(’ﬂ minlermé | 1 0
e mmtermy? 0 | |
e minfermE | i |

(Refer Slide Time: 59:11)

Example of Branch and Bound applied to Unate covering

e .-'
P FLIO" P11,

So 9 10 and 11 get eliminated by this one and finally, you are having a matrix of this
size. So this one is also reduced not there so obvious p 1 you have taken. So this one is a
really small matrix left behind this one only this sub part only. So this one actually this
one only 6, 7, 8, 9. So where we are now from left side edge PI 5 is taken. So as you can
see P15 is taken, so 9 10 and 11 all re primes over here because they get eliminated by
dominance rule. So we are at this case. So we are at this case.
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Example of Branch and Bound applied to Unate covering

Ini this mttmhrrd-lwﬁll{!ﬂﬁ-h if woe explore on this matrix
the solution cost lower Bound W 24=4. A1 this value |s equal to that of the
Lower Bound on the initial matrix] we sxplare on the search 1pace. Let us naw
conakder column PIS, With PI5 being taken, the following happens in the matrix

srows minbermd, minterm10, and minterm1] are covered,
mgibrﬂu P10 [Pig) and PI11 [by Pi5) are dominated

The heft edge from root note indicates P15 being taken (tree]. Also in it
s marioed that “PiEr, PIOLPIL™ —this indicates that because of PiS,
P10 and PI11 get elminated.

Alter reduction {Le., takdng PIS and elfiminating PI92, PO, Pi1) we got the
fallowing matrix. Az of now the coit of the salution & 3 (P11, P13,PI5].

Pi6 PI7T PIS

@ minermé 1 1 0 &7\

= minterm? 0 1 | =
minterm$ 1 0 |

(Refer Slide Time: 59:48)

Example of Branch and Bound applied to Unate covering

Ini thits mmhﬂ-lwﬁﬁ{ﬁ-h if we explore on this matris
the sohution cost lower Bound W 247=4 A1 this value |5 equal to that of the
Lessser Bound on the initial matris, we sxplore on the wearch pace, Let s now
consider column PIS, With PIS being taken, the following happens in the matrix

=rowa minbermS, minterm10, and minterml] are covered,
~codumns PHS {by Pi), PIL0 (P16} and P11 [by PI6) are dominated

The heft edige from root note indicates P15 being taken {tree]. Ako in the it
Is maried that “PI%, PIDPLL™—this indicates that because of taking P13, P13,

P10 &nd PIL1 get elminated.
C—

Alter reduction {Le., takdng PIS and eliminating PI92, PILG, Pi1) we ot the
fallowing matrix. Az of now the codt of the solution & 3 (P11, P13,PI5).

PI6 PI7 PIS

mintermé 1 1 0 el

@ minterm? 0 1 1 2 ?c:"
mntiermE [ 0 1

HFTEL
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Example of Branch and Bound applied to Unate covering

F
Im this matrix Lower Bound = ¥ comprising |5_f!- Bo if we explore on this mairia
the salution codl kv BOUNT W 2401 A3 PNl value |8 equal bo that of the
Lowser Bownd on the initiad matrix, we oxplans on the search ipece, Let U now
consbder column PIS, With PIS being taken, the lollowing happeni In the matri

=rowi miniermy, miniermll, and minterml] ane coversd,
=codumns PHY [y PREY, PI10 (PG} and PI11 [by PIG) are dominated

The eft edge from root note indicates P15 being taicen (free). Ako In the gdge it
s maried that “PI%, PIDPLL™ —this iIndicates that becauie of taking F'I!'! (3]
| P10 @nd PIY] pet eliminated ——

S

After reduction |Le., taldng PIS and eliminating P92, PIL0, PI1) we get the )
fallowing matric. Az of now the codataof !h-q solutian & 3 (P11, L3, PIS) =

\Pls,/ P17 PIS "I

s mintermé () L "
o - “"J
: meberm 7’ O 4/ | R

WFTTL

- minterms J'| L1 |

So now the question is that, this is a reduced matrix what you have to apply? What you
have to apply? The lower bound lower bound algorithm on this one, now this one is
taken, now this one in the left edge node taken into the tree again in edge, these are all
marked as prime this taking PI1 5 and PI 9 actually taking PI 5 it says that if you consider
Pl 5 eliminates this three what is actually represented by this part. Now the reduced
matrix is this one, so again you have to apply the lower bound computation in this. So
what is the minimum cost? Now minimum cost is one PI 3, Pl 4 now you have to find
out the lower cost lower bound and you have to add this one. So in this matrix lower

bound is one just let us see what that mean.

So in this case if you put the weight is two in this case weight is two in this case weight
is two and this case weight is two. Now you consider this if you take this, this will be
getting covered and this two are common and getting covered. So it says that the lower
bound is only one but, being fact that you can easily observe that nobody can give you a
solution in one, it is always two. If you consider P1 6, P1 7 or Pl 7, P1 8 is a cyclic matrix.
So the bound is actually two this if you take the lower bound for the heuristic which we
are taken. So that it what happen? It is saying that the weight is two, weight is two,
weight is two and just take P1 6 right PI 6 this one is the virtue of this one is the common
for this one, this is where the inaccuracy comes into the picture and this actually shown

by this matrix stated in this.
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Computation of the Lower Bound

The key feature of this algorithm ks it just chooses the “shoriest™ row, that ks, the
row with the fewest nonsero columns, and breaking ties in ascending order,

The basic mothation of choosing the “shortest™ row first, comes from the fact--
shorter the row is, higher s the probabliity of nvolving & Come 1o tover i If
there i 8 row of wel, then one column is mandsory to cover i AN rewl with at
least one common column of 1 are deleted because, all the rows can be coversd
with the common cohsmng. This makes the solution faiter becsute we elimingte

ATy renw quicihy.

M.Hﬂdﬂﬂwhm% follows. Let rowl be selected

be deleted. Lel rowl has common colume a3 rewl) amd row3 has
common column & columnd [with rowl). 5o the kveer bound estimate in this case
i 1; deletion of rowl will alio eminate rowl and rowd becaule of common
columng having 1. Alvo, bet rowl and rawd be singleton. To cover row] and rowl if

we select codlumnd, then sefection of columnd b mandatory for rowd, Similarky, to
llﬁrﬂ]'“uﬂlnﬂimlmmﬂﬂnﬁﬂﬂm
\%ﬂrmmﬂmhmmﬁﬂt s nat reflected in
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Example of Branch and Bound applied to Unate covering

Ini this mlmhrﬂ-lwh{{ﬁ.h if we explone on this matria
the sahution cost lower Bound W 242=L A3 this value |5 equal to that of the
Lower Bownd on the initial matrix, we explore on the search space. Let us now
conisder column PIS, With PI5 being taken, the following happens in the matrix

=rowa minbermS, minterm10, and minterml] are covered,
=columers P19 (by P6), P10 (PAE) and PI11 {by PIE] are dominated

The eft edige from root note indicates P15 being taken (tree]. Ako in the it

Is marked that “PIF, PIOCPLL™ —this indicates that because of taking P1§, P19,

P10 &nd PI11 get eliminated, e
——

Atter reduction {Le., taking PIS and eliminating PI92, PI0. P11} we got the ()
fallowing matrix. As of now the codt of the solution & 3 (P11, P13,PIS). 11

Pls PI7 PIS o
@ minlermé 1 1 0 T "
. minterm? 0 1 1 - '
minterm& | 0 s
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Example of Branch and Bound applied to Unate covering
&
Im this matrix Lower Bound = 2 comprising {5, 7). So if we explore on this matriz
the salution codl M BOUMNE W I =4, A1 IhE value i§ egual to that of the

Lower Bownd on the initiad matrix, we oxplany on the search 1pede. Let us now
conibder cohamn PIS, 'With P15 being taken, the lollowing happens in the matris

=rowd mindermy, miniermll, and minterml] ane covered,
=codumns PHY (by PREY, PI1O (PIS) and PIL11 [by PIE] are dominated

The left edge from root note indicates P15 being taioen (free). Akso in the gdge it
s madieed that “PI%, PIDCPLL™ —this indicates that because of taking F'IJ.i- P13,

| P10 &Ad PIL] gt elminated e ——
s e

After reduction (Le., taldng PIS and eliminating P92, PILC, PI1) we got the |
fallowing matric. Az of now the oot of the solution & 3 [PI1, P13 P15) -‘l- ",

Pl PI7T PI8
if; minlermé | ] ' ."ﬂ
: ) mimterm? 0 1 | - I\_J,‘I

mniermE | i | o

So this is inaccuracy why this leads to inaccuracy is that the example | have said told
over just read this what this paragraph actually states what is happening in this case? So
it is saying that the requirement is one. So when can the reward be one only when the
columns having one it is not the case but, still the heuristic will tell you that in this case
the lower bound is one because in this heuristic is simple. So they are not given the
factor that given that whenever you are generating that lower bound is one nobody is
checking that where the reality is there they are not checking just saying that the lower
bound is just following the rates and reduction.

So whatever you get they are not putting an extra check if really lower bound is 1 or can
anybody find the solution all this things are there because you have to make the lower
bound algorithm fast and quickly you have to get the estimate that is the idea. So this one
will give you a bound of one so, what is the present cost Pl 1, PI 3 and PI and if the
lower bound is one add one and yes you find out that answer is 4 3 plus 1 is 4 which is
very good. So they are still giving you hope that we can find out this one now you are

this stage on the tree so.
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Example of Branch and Bound applied to Unate covering

*in this matrix Lower Bound = 1 compriéng {§]. 5o if we explore on this. matrix
the solubion cost kawer ei=d, value s equal to that of the
Lower Bound on the inital matris, we explore on the search space, I we

conider PG, the faliowing happens in the matrix
stow mintermB i oovered,
=Column PIT or PEB needs to be taken in the cover.

‘This b the terminal cate as all rows are covered. Thi b solution b
[P1,PI3PYS, PIEPTT] (keft edge of PIT) in the tree or [PI1P3,PIS P PIE) [right
wdge al PI7).

*in both the solutions, the cost i 5, which b higher than the initial expected
loweer bownd. Therefore, we need 1o retract. We may select 30 alternative path
where, PiG=0 [right edge of PIS). It b easy to observe that in this case the
is (P P13,PIS, M7 PIBE ad the cost is 5 we retract. We may select an

path wheve, PI5=0 (right scge of PIS].

HPFTEL
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Example of Branch and Bound applied to Unate covering
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Example of Branch and Bound applied to Unate covering

I this matrix Lower Bound = 2 comprising LE:?I‘ S0 if we explore on this mairix
th solution codt kaveer BOUMNT W 2EI=d, Ay This value i squal o that of the
Lowwer Bownd on the initial mllﬂ:_:;:phf. on the search wpace. Let us now
consbder column PIS, 'With PIS being taken, the lollowing happens in the matri

srerwrt mintermd, minterml0, and minterml1 are covered,
~codummns P9 (by PRGY, PI10 [PH6) and PI11 [by PIE] are dominated

'l The left edge from root note indicates P15 being taicen (free). Ako in the it
s madiosd that “PIF, PMIOPIL™ —this indicates that becausie of taking PIY, P19,
!I' P110 nd PI11 get eliminated. e

e—
N,

Alter reduction |Le., taldng PIS and eliminating P19, PI1O, PI1) we got the L

Fallorwing matrie. &1 of nen the cot sohution i 3 (PIL, PILPIS). 4
PI7 PI8
{'ﬂ) BECLTIST IS T R = @
fis mmierm{ 0 1 s g
- et |01 ¢
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Example of Branch and Bound applied to Unate covering

Now you are here you generated a matrix at the cost of one now your present cost i Pl 1
and PI1 3 PI 2 plus PI 5. You have take 1 2 and sorry Pl 1 and PI 5 you have taken and
also you have considered you have taken PI 6, Pl 1, P1 5 and so on three values you have
taken P1 1 P1 3 and PI 5 this minterms prime implicant you have taken the cost was three
and here the intermediate matrix small cost of matrix is one. So you are actually adding a
value of 1 over here that is equal to 4, that is equal to 1 bound and hope that you can
explore in this path. Now what can be the exploring the path. So that | can take PI 6 as

one that is the case so, you are taking Pl 6 as one going by this path. If you take if you



see if you take Pl 6 you are actually covering this guy actually covering this guy. So
automatically sorry so this will be eliminated and this will be eliminated by default you

are actually coming over here now PI 6 you have taken you have come over here.

(Refer Slide Time: 63:13)

Example of Branch and Bound applied to Unate covering

I this matrix Lower Bound = 2 comprising I_E:?I‘ S0 if we explore on this mairix
the solution codt kvesr BoUrd W= X0 This value i egual to that of the
Lowwer Bound on the initial mllﬂ:_:;:phf. on the search wpace. Let us now
consbder column PIS, 'With PIS being taken, the lollowing happens in the matri

srerwrt mintermd, minterml0, and minterml1 are covered,
~codummns P9 (by PRGY, PI10 [PH6) and PI11 [by PIE] are dominated
I| The left edge from root note indicates P15 being taken (free). Ako in the it
s madiosd that “PIF, PMIOPIL™ —this indicates that becausie of taking PIY, P19,
!I' P10 &nd PILL get elminated. e

%
Alter reduction |Le., taldng PIS and eliminating P19, PI1O, PI1) we got the L

Fallorwing matrie. &1 of nen the cot sohution i 3 (PIL, PILPIS). 4
PI7 PI8
(:_) BECLTIST IS T R = @
fis mmierm{ 0 1 s g
- et |01 ¢
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Example of Branch and Bound applied to Unate covering

Now what happen? If you consider this by default you have taken this by default. So in
this case PI 6 is there, is there a choice you will take P1 7 or PI 8. Now the choice is there
by taking P1 7 minterm 6 and minterm 8 have covered remaining is minterm 7 any one of
them you have to do by considering Pl 7 or PI 8. Now you do that this is your path. So



you may take P1 8 or you may not take PI 8. So if you take just you consider P1 6 you
have taken and Pl 7 you have taken this is the case. Now we go back and see you have
taken P1 6 and you now also considered PI 7 that is the path you are averaging the path
and you are done.

(Refer Slide Time: 64:07)

Example of Branch and Bound applied to Unate covering

Im this matrix Lower Bound = F comprising L{iﬁ o i we explore on this matrix
thi solution coft kwer BoOmd W26l =0 A1 T value i§ egual to that of the
Lowser Bownd on the nitkal mlﬂl.:;lp‘b*!‘ on the search 1pace. Let us now
conisder colemn PIS, 'With P15 being taken, the lollowing happens in the matris
srow mintermS, minterm10, and minterm1] ae covered,
=codumns PHY |by PRE), PI10 [PHE) and PI11 [by PIE) are dominated

.| The left edge from root note indicates P15 being taken [tree ). Alo In the edge it
| b marioed that “PIY, PIDCPLL™ —this indicates that becawie of taking PIY, P19,
| P110 @nd P11 get elminated, S
L TR—

%
After reduction (Le., taldng PIS and eliminating P92, PHLC, PI1) we get the L
fallowing matrix. A of now the cosj.abipe wohition & 3 (P, P13, PI5). + 'II

(big) ) pis
ﬁ'? -mi:ttu-rm'." i 1 L= @

mntemb, |0 1

-

So PI 6 you have taken Pl 7 you have taken both are covered. Pl 7 you take so minterm
is covered. So this one is the case this is the terminal case. So you may not even explore
this path, you may not explore. So P1 6 you have taken and Pl 7 you have taken this is

the path. So the terminal case so i am sorry this is the terminal case over here.
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Example of Branch and Bound applied to Unate covering
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Example of Branch and Bound applied to Unate covering
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Example of Branch and Bound applied to Unate covering

Im this matrix Lower Bound = ¥ comprising l{iﬂ Lo If wee explore on this matrix
the sohution codt kower BoOmd el =4, Ay ENH value |8 equal to that of the
Leowwer Bound on the initial matris, we sxplare on the search 1pace, Let us now
conisder column PIS, 'With PIS being taken, the following happens in the matri

srerwa mintermd, minterm10, and minterm11 are covered,
~codurnns PHS (by PREY, PILO (PG} and P11 [by PIE] are dominated
I| The left edge from root mote indicates P15 being taken (tres). Alo in the it
s masiead that “PI%, PIOCPLL™ —this indicates that becawte of taking PIS, P19,
!L PI10 and PIL1 get elminated. Sp—

L]
Alter reduction (Le., taidng PIS and eliminating P92, PHLC, PI1) we got the L
fallowing matrix. Az of now the codt of the sohition & 3 (P, P13, PI5). +‘H

& PIT PI8 =
{; AT 1 0
s metermT 1 A =
- mintermi L1 |
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Example of Branch and Bound applied to Unate covering

So it says that Pl 1 you have taken Pl 3 becomes essential and come down at this stage
you found out the matrix cost was 1 3 plus 4. So you explore it is the case you take Pl 6
and P1 7. Now the cost is equal to the 5. 1, 2, 3, 4 and 5 that is more than equal to 4; that
means, what the lower bound computation has misguided you just say that this matrix
costis 1.

So you have seen let me explore started exploring the path you have to take you have
taken Pl 6 and you have taken P1 7 then you have found that terminal case everything is



covered. But, the cost coming is 5 so you have to backtrack. So how you can backtrack
go can go here and say that I do not want to consider 6 now undo everything. Undo
everything means? You have to again come into this picture and undo you do not want
consider 6 you start by taking in this case you do not take Pl 6 and you actually come

over here do not take this one this row is no longer there.

So what you have to do? You have to cover all this, you have to find out you have to take
either PI 7 or PI 8 because | mean this is a cyclic matrix. If I take PI 1 this two will be
covered and if | take this one these two will be covered so obviously, both of them has to
be covered. So in this situation Pl 6 and Pl 7 both of them has to be covered and again
the cost is 1, 2, 3, 4 and 5. Cost is 5; that means, here you will have to land into the

problem sorry.

(Refer Slide Time: 66:02)

Example of Branch and Bound applied to Unate covering

The left sdge frosm root note indicates P11 being talen. Also in the edge it b
marked that “F3, F2TPR"=this indicates that becauts of taking PI1, PI3 had
b b consiiered and P12 and PiS get elmenated T —

After reduction [Le., taking PIL, PI3 and elimincating P12, PI3) we get the
following matrie. As of now, the cost of the sBhugion ks 2 (PIL, PI3)
e

Fis/Pi6 PI7 PIETRE PRO PHI |
7 ] — !
_ mnderm 1 -n-lm L “._..'-“ —0 I
minlermts @ [ U I L iﬁb’ 'l’ﬁ
mintermT 0 0 |

minlermf 0 @ L]

II|
[0 [ | ffj’-
mistermd— T 0 1 {i 4 - \.\)

I:r minlermii 1 0 ?_ | |'
-v_)mlnh:rmﬂ" i H bo— |

HFTEL ——

b
g
l
l

|

]
(1]
I
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Example of Branch and Bound applied to Unate covering

In this matrix Lower Bound = 2 wﬁtﬁ{i’l-h if wie explore on this matrix
the solution cot lower Boung W 2+l=L A3 this value |5 equal to that of the
Lowwer Bound on the initial matria, we sxplore on the wearch wpase, Let us now
consbder column P15, With PIS being taken, the following happens in the matri

srows minberms, minterm10, and minterml] are covered,
=cobumns P {by PRSY, PIL0 [PI5) and PI11 [by PIE] are dominated

The heft edge from root note indicates P15 being taken (tree). Alo in the it

s madioid that “PEr, PIDCPLL™ —this indicates that because of taking Pi§, PI9,

P10 @nd PIL1 get elminated. e
em———

Alter reduction {Le., takdng PIS and eliminating P192, PI1O, PI1) we ot the L
fallowing matrix. As of now the codt of the sohation & 3 (P, P13, PI5). .i-‘i

| PI7 PIS =
® . b= Q8
minterm$ 0 1
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Example of Branch and Bound applied to Unate covering
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Example of Branch and Bound applied to Unate covering

The left edge from root note indicates P11 being taloen. Also in the edge it b
miarked that “F3, M2OPMA"=chis indicated that becsuie of taking P11, P13 ha

b be considered and PLI and PIS get elimenated

—_—

After reduction [Le., taking PIL, PI3 and slimirating P12, P13} we get the

follewing matrie. As of now, the cout of the salution ks 2 (PIL, PI3)

pls

minternms
miniemil
minberm |
minlermi
minterm®

(-;-_) munterm iU

mnterm
HFTEL

This was saying that cost is equal to 4 sorry cost is equal to 2, is a false one. In fact the
cost is 4, you can explore there and you find out there sorry the cost is 1 you explore
there. So the minimum cost of this matrix is 1, so we explore this part of the sub tree this
part of the sub tree we explore this is part of the tree. We explored and found out this is
not the fact and at every cost is 2 over here. So the total cost is 5 we add the initial
bound. So we missed the problem, so what you have to do, is we have to go back again
to this node and try. Now we are actually telling lie and second matrix is saying sorry
cost is equal to 2. In fact it is wrong, so there is some problem over this. So you have to
try with some other node by not taking it with PI 5. Initially we started taking Pl 5 and

come around.

Fis P17

]
I
I

(1]

1]

(1]
I

L1}
(1]
I
I
i
1
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Example of Branch and Bound applied to Unate covering
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Example of Branch and Bound applied to Unate covering

=im thils matrin Lower Bound = 1 comprising (8], S0 if we explore on this matrix
the Eolution cogt kavwer bound 1 d+1=4. A1 thi value is equal to that of the
Lower Bound on the inital matrix, we explore on the search space. i we
conibder P18, the following happens In the matrix

=fgry inianmE B oovered,

=Cobumn PIT or PI needs to be taken in the cover.

*This Is the terminal case as all rows are covered Thi & solution b
[P11,PITPIS, PIG PITY (heft edge of PI7) in the tree or [PILP13,PIS, PIG,PIB) |right
edge ol PI7). P— ——— ——

“In bath the schations, the cast s 5 which is higher than the initial expected
lowier bound. Therefore, we need to fetract. 'We may select a0 alternative path
where, PiG=0 (right edge of Pi6). It is easy to observe that in this case the

Is (PILPEA PIS, M7 PIB): ad the cost b 5 we retract We may select an
iy path whate, FiS=0 |right sdge of P15).

HFTEL

So now there can be another path which is not taking 5. So you explore the whole tree
and you have to find out the cost is equal to 5. So this is the case with an example. |
illustrated the whole theory in an example, so this the big problem that has come. You
have to explore the whole tree is the term for example, in this slide this is the terminal
case. So whatever | told you, this is the terminal case so this is another terminal case. All
those things are written over here, so this one terminal case is P1 1 Pl 6 and P1 7 in left



and the other was in Pl 1 PI 3 P1 6 and PI 8. That is in another terminal case, we are not

considering the P1 7 so that is right edge of P1 7.
(Refer Slide Time: 68:06)

Example of Branch and Bound applied to Unate covering

=Similarly, the whols tree can be created, In this example, if the whole tree
craated, [t Mgy be noted that the codt 51 all branched [olution ipace] is 5.

Therelare, the whole tree will be enplored snd In the end, it will be concluded

that the lower baund (=d) ghen by the estimate b not sharp and & sclution [af
eoat 5) will be taken a3 cover.

* However, It i not abwys the cate. in the Question and Antwer part of the
lectune we will provide a modified lower bound sstimate algorithm and show
hire, In the same exsmpie (being conidered in tha sub-section] some pathd
nead not be explored

Everywhere you try to explore you will find the cost is this one. This is the another
solution you can see in both the exploration. The cost is five which we had in initial. So

we have to select an alternative path where P1 6 is equal to 0.

(Refer Slide Time: 68:59)

Example of Branch and Bound applied to Unate covering
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Question and Answers

=Ouestion: The lowesr bound estimate algorithm discussed in this lecture may
not alwayi give a sharp bound. Suggest wuitable modifications and show that
better bounds can be obtained. Aho thow using an example, haw benefit b
achieved in branch and bound algorithm using the modification |,

Anywe

The fallowing 4 sieps were present in the lower Bours] cutimase alporithm disamsed in
the bectere. The modification i ghklighted as bold

-
&

Adda field w (o csch row, whose valee v equal to ke sumber of 1% the row
Choser the row with minimiem w. Let of be £ I there are mialiapie rovs with same
walue, chevme the one from the top

Delete all pown ronach that ¢ and r, have i leaat ooe cobumn where both of them

bwve m 1. Al delete « . IL afler deletion po mere rows remadn, hen check il

alsis m eolumn 'l say, swch that P hos ol 15 IF there is so sach column
thien Pheeds to be added the bower bouwnd.

HFTEL
Hepeat vlop 2 asdl 3 until no moge rows remai.

(Refer Slide Time: 68:06)

You can easily see that, again the cost is equal to 5. So the solution will be P1 1, PI 3, PI
7 and P1 8. So this is this solution. So this is this solution Pl 7 and PI 8, everywhere it
will be 8. Now you explore the whole tree. Every where the solution will be 5. So in this
case, the example is how the branch and bound algorithm works with heuristic. And also

another example
every part of the

value 1

Example of Branch and Bound applied to Unate covering

=Similarly, the whols tree can be created, In this example, | the whole tree i
craated, [ may be noted that Tha oodt &1 all Branthed [solution ipace] 8 5.

Therelore, the whole tree will be explored and In the end, it will be concluded
that the kower bound (=) gheen by the estimate i not sharp and & soluthon [of
cost 5) will be taken a3 cover.

*» Howewver, it b not abways the case. in the Question and Anvwer part of the
lecture we will provide & modified lower bound sitimate algorithm and show
how, 7 the dame example [being coniidered in thi sub-section] some pathi
need not be explored

an another fact is that, we have landed into a problem here. In case

tree, you have to explore. Because your heuristic was giving a wrong



So it was a wrong value in your case or a very tight lower bound computation is very
tight. In this case very much needed was there, so you have to explore the whole tree.
Everywhere you have to get the value 5. So you have to explore most of the tree. So then
you can say that why is it like that, how is that lower bound solution helping my problem
and helping my solution? If you do not use the heurists it will explore the large part of
the tree. Here also you have to explore a lot of the tree. Because it everywhere it is

giving the hope that the cost is 1.

So you add this 3 plus 1 and you go and write the solution. Here also other paths, if you
see it will always tell you that which have a solution, which is 4. Every time you start
exploring, you find the cost is 5. And hence get a problem. So how does it help you then
why actually, what is the advantage of the heurists? Now the question answers will
follow and see that slightly modified with lower bound heurists and really this lower

bound of fruit of this coming into picture.

(Refer Slide Time: 69:44).

Question and AnSwers

=Ousestion: The lower bound estimate algorithm disoussed in this lecture may
nof alweys ghve a sharp bound. Suggest suitable modifications and show that
bettar bounds can be obisined, Ahe thow urng sn axampls, haw baneln
achieved in branch and bound slgorithm wsing the madification

Anywer

The fallowng 4 sieps were resent m the lomcer Bousd cstimase alponthem discaimsed 1n
th levtuge The modilication os |'||;|'.||5.'hln| s bold

1. Adda field w o each row, whose valse i equal bo ibe sumber of |5 m the row

2 Chasoss the row with monenien w, Led of be £ [ there are multple rowes wieh same

walisg, chaoag the ond from Ehe 1o

3, Dreedete all eowss roaach thst ¢ aid r, b of leaat e coliinen wheere 1ol of theen
brve & 1. Adso, delete . I afler deletion po mere rows remain, then check i

i sy & columa Il say, sweh that Pl has sl 1s. [T there is so sach column
| ' -
e ey o bie addel the biwer bawnd.

T
b Hepeat viep 2 and 3 until oo mote rowos fom ain

Let us the question the question is the lower bound estimate algorithm. In this lecture
may not give us the sharp bound. So suggest suitable modifications and show that how
better bounds can be obtained. Also show that how benefit is achieved in branch and

bound algorithm using the modification.

Because in the lecture flow we have seen that the bound was restrict, that is bound is

actually was giving 1 and 3 plus 4. And explore the path and finally, finding it cost is 5.



And then it is actually here. Then the initial cost so explore the full space and then you
find out that nobody can give the solution less than 5. So the your answer is 5 minterms
and 5 prime implicants. And you take any one of them. So unnecessary you have to
explore the whole tree. So we will see a very good what we can say a very good try to
improve upon actually a very good improvement of the heurists, there will be some

improvement.

So because the more you make on the heurists it will become more complex and it will
take more complexity in time. So that idea is not there, so you have to make the heurists
as better as possible subject to the complexity. You should not get the huge amount of
time and your aim should be it is not possible to explore the whole part of the tree. So let
us see what small modification we have done? Add a w to each row to the number of 1s
in the row. Same thing you do choose the minimum row if the multiple row with some
value, choose from top. So you were adding in the ascending order. Delete all rows
where the common 1s in the rows. So delete all rows in terms of all columns in 1, so then

delete ri.

So what we add both at very small computation, if after division no more rows remain
then, check if there exist a Pl such that PI has all 1s. If no such columns then 1 need to be
added to lower bound. So if you see that if you go for a terminal case, in terminal case
you are what we are doing is, find out where the common 1s. If they are finding out the
common 1s, you replace eliminate those rows. So if case the rows all the rows are
eliminated then you say that the bound is added to 1. Now you take one row, all other
rows get eliminated, then you say that you adding 1 2 and this 1. So we are adding 1
weight to the lower bound, adding one to the lower bound and all other getting
exhausted. Means you correspond the column and rows here. You put something just if

you want to add the weight.
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Example of Branch and Bound applied to Unate covering

In this mitl.wlrhndllwﬁll{!ﬂ"l.h if we explore on this matri
the sohution cost lower Bound W 24l=4 A3 this vakue |5 equal to that of the
Lower Bound on the initial matrix, we explore on the search space. Let us now
conubder column PIS, With PI5 being taken, the following happens in the matrix

=rowa minbermS, minterm10, and minterm1] are covered,
mﬂ_lbrm P10 [PiE) and Pi11 [by Pi5) are dominated

Tha left edge from root note indicates M5 being taken (tree). Ako in the it

Is marioed that “PIY, PIOCRLL™ —this indicates that because of taking PIY, P19,

P10 @nd PI11 get elminated. Sy
—

After reduction {Le., taking PIS and eliminating PI92, PI10, PI1) we got the L
fallowing matrix. Az of now the coit of the solution & 3 (P11, P13,PI5). -t-‘i
pic PI7 P8 D
& e ﬁ} D o ﬁ
iy —mmmﬁ'-'ﬂ_m' L =1

T kg

-
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Question and Answers

=Ousstlon: The lower bound estimate algorithm disoussed In thi lecture may
not ahwayt give a sharp bound. Suggest suitable modifications and show that
better bounds can be obtaimed. Aho thow using an example, how benefit k
achieved iin branch and bound algorithm wsing the modification , ———
Anvwer ——
The fallowing 4 sepn wene prevent in the lowrer bhound citimate alporithm divamsed in
the lecture. The modification i kighlighted as bold
I Adda fickd w o cachrow, lhﬂrlhl:unpllhu!humlmnﬂ s i the row

r t‘ha-ﬁtmwmtmru*.-w hn:hr Ifﬂn’unmimhmﬁm

——

3. Delese all rown rﬂuhﬂ + and r, have ot least oo cobumn wisere both of them

barve & 1. Ahﬁi*..lh-ﬁrﬁhh--rrmnﬂ.lb-ﬁdl

[ M1 sy, swch that PQ oy all s IF there bs oo such column
4. ep 2 amd 3 undil o moes rows hemai.
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Question and Answers

The mnativaten of the exléhasos is ¢iplundsd Iy the follosng matng
Fil P2 M3
minterml (h (I} © I-"l -‘!'. ;
) minterm® O  qp | X _.,,'" L
mansermd (L2 0 | . e

e

In thig slborve matnic, i we spply the lower bound astimals algorithem discusaed m\\..

the kecture, then we pet the answer a3 1; the aslgorithm stops sfter 1 teration |
Because rowl b telected and rowd and rowd get eliminated. However, i may be I|

moted one column Cannot OOl the thres rows Deceute mo colymn Pl exlts |
tuch that M has all 1t Therefore, in this case, we increment the coat by 1; two
owd Cin Coved, It may be noted that if the matrix haa mone rowl 8nd columng,
then thie sddition reguined in the coit msy be maore than 2, Howeeyet 1o ksep the

simple we compromise on stcuracy and sdd just 1; calculating mone
mckiiitafiaiue 1o be added, requires more computation sbeps

HFTEL —
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One just to check the column where everything is a 1, everything is not a 1 there is not
meaning 1 you just put. Add up the value 1, that is very obvious if you say that by taking
only one column everything gets eliminated. There is a column 1 or there is a odd
number of 1’s it will not be a case, it will be bit higher than that. In this case you actually
you do not find out what is actually, what is higher, just add 1 to it like for example, if
you see this in this example if you say that you take this 1, you get eliminated by this
commonality. And this one gets eliminated by this commonality. And you set the bound
is 1. So we check that is there any column, if not the case you add the value 1. So the

lower bound is 2.

So why if you say that lower bound is 1, in that case so there exist a column, if you take
that column all the 3 rows get eliminated. If rows not there of all 1s it is actually a false
value. You have to add a 1 to it, this is a slight modification you have to add to it. Then
you may added one to keep all the things simple. Just repeat the whole thing, so this is
this case just | told you this one is common with this one eliminate this. This one is

common with this one eliminate this.
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Question and Answers
Let us again conuder the same conatraint matris exsmple. spply the
lower bound estimate algosithm, we get Lower kg

i1, 357} B3 the aeignal algerahm of the leeture).
T PIl P2 PI3 PR PIS Plé M7 PFIBE P9 P10 P

mmicrml | 1 Li] L] o o o ]
mabcrm
minsermi
mintermd
nunbermS
meintermd
minkerem 7
minterms
manterm$

o

11

menterm 1

e e

-0 0 O 90 90 9O 0 = O O
E— T — T — T — T — I — A — R — I — e —
L= — T — T — I — I — B — I — N —
o oo o oo o o == 9
O o oo OO O =0 O O
O 0 0 0 =0 -0 O 0 D
D =0 2 9 = = QO o o 2
o O = 0O == o O o o o
O 0O = = O 0 = O 00 0 O
I T TR Y T - -
Eli e TR R
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Question and Answers
Alver third iteration of the modified lower bound estimate algorithm (Le.,
deleting rows corresponding to 1.3 and 5, we hawe the following matrix

P P2 PI3 OPE P PIS(PITJRE P19 OPHIO PIN
migterm? O O @ O O O | 1 0 1] L]

After eliminating minterm7, we exhaust all rows, but need nﬂ-lﬂl-hhmlt
mm“mm FIT amd P, which haee all 15

®
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Ouestion and Answers

Let us again conuder the same consbraint matrix exsmple. | wo apply the
_afindified jower bound estimate algorithm, we get Lower Euunl!lu": 4 fomprising

k\[l. 35,7} (game a3 the original algorthm of the lecture]. —l

=

Fil Pi2 PI3 P PIS Pleé PI7 PiIB P9 Fio Pl

mimierml | i o o0 8 & B ©& @ (] 0.7
manterm 0 1 1 0o & @& o o @ i 09
rrnicrma o L] 1 1 1] o i 4] 1] L] 1. -lf
i aAteren- ] (1] [1] 1 1] o] 1] 1] [1] [1]
minterm® 0 0 0 O 1 | 0 0 1 (1}
minterens @ 0 0 0 0 | | i 1 [i] 1]
manberm’ 1] L1} L1} Li] a o 1 1 o 0 L1}
munterm® ] (1] [1] 0 1] 1 0 1 1] 1 1
mantermd ] i} L1} Li] 1 5] 4] i 1 1 1

5 i @ i [} il 1 i il 1 1 1] L1
m1 1 0 1] 1] 1] 1 0 1 0 0 1] 1
mmtermiz 1 0 0 0 0 e o ° 0 1
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Ouestion and Answers

Alver thied meratsn of the modiled r bound estemate algorichm (Le.,
delating rows corresponding to 1.3 and 5, we have the folleadng matriz
(|

F1 P2 PI3 M4 I'IS_I L -,‘_I'_ILJI*II: P9 Pl PO

1151 T 0 0 0 a 0 0 1 1 0 0 L]

After Iiﬁmlrh.l'lin!_ mintarm7, we l-lhlh:l::l" rovaes, bt need not add 1 to the cost
becauty there are two rows FI7 and PIllj which have all 15, ——

———

4"-.,| -
\ ‘G

Now actually the value is 1, but, there is no column with a 1. So you have add up to it.
So what is the heurists, for modification you replace the paragraph and left tree and again
we take the whole example. We are not going to it. We slowly show the benefits. So this
is our old example in this case the lower bound in this case is 4. You should go by the
old technique, so if you find out the 1, 3, 7 if you are using old lecture and | mean i mean
the old in this case the value is 2. In this case the value is two. And you try to reduce it,

we will find the answer is 1, 3, 5 and 7. That is going to be your answer, you will get the



answer if you are using the heurists. Now what we have done in this case the last element

will be this one.

So now we are having 1, 3 and 5. And this 1 you are having now in this case you have to
find out the, if you take few of the 7, this 1 will exhaust all the rows. Hardly 2, 1 in this
case eliminate the case minterm 7 in which you keep upon you did. With this you will
find out that we will reach the solution. Here in this case after eliminating the minterm, 7
we exhaust all the rows but, need not add 1 to the cost. Because there are no 2 rows P17

and P1 8 which all are having 1.
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Question and Answers

Afper third itersison of the modilied lower bound estimate algorichm (Le.,
deeleting rows corresponding o 1.3 and Ly, we hawe the Tollow g matrix

Fll PIX PI3 M4 PIS P |'|‘| i'|'i| e o PILd
ket T 1] il V] i ] ] 1 | 11 a i ik
k)

After aliminating mintermT, we exhaust all rows. But nesd not add 1 to the coat
becaute theare are o rows FIT and PIB, which haee all 13

So let us see what is meant by that. So in this case if you start eliminating the row and all
which you have seen at this case what you will land after the 3rd iteration, first iteration
will land up in 1, 3 and 5. And we will have the following matrix after eliminating mean
7, we will exhaust all the rows. We find out that all the rows and some 7 will be added.
Now you say that lower bound is equal to the 4 1 1 sorry 2 3 and for this 7 you can take 7
minterm 7. So you have to include min term 7 also. So it will be 1 2, 3 and last 1, 4 will

also be there. So answer is inclusion of the 4 is actually adding a 7.

So if you look at the our heurists it will add one more. Why is that we say because after
elimination 7, we exhaust all the rows. But, we need not add cost to this case. We will
see because there is two rows Pl 7 and Pl 8. All 1s, so we are doing we are actually

exploring this initial bound matrix by out method, not by the old method. But, if you



apply old method, you will get 1, 3, 5 and 7 and cost will be equal to 4. In our case in the
terminal case what we will find out, in last case this matrix will be available to you and
in this case we will find out the 1, 3 and 5 already taken. And so it will be adding 7, it
will finish up the it s now for value 7. You will be adding the value of 1 or value of 2 to
old heurists. We will add the value of 1 but, our heurists, what we will add but, our

heurists.
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Question and Answers

Alver thied tersteam af the madiled bound estimate algorithm (Le.,
delating rows corresponding to 1.3 and 5) hawe the follwing matrix
B

= i -\__,i"r -
=, VPl P2 PI3 P4 PIS P16 (M7 |I'h¢| M9 PHIOD FI0L
mnerml’ 0 0 0 o 0 o \1jjifo o o

: e
refiminating minterm7, we exhaust all rows, but need not add 1 to the cost
Becauia there are bad fows PIT and PIB, which have all 1s —

—— -

®
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Example of Branch and Bound applied to Unate covering

+Similarly, the whols tree can be created. In this exsmple, if the whols tres &
created, [t may be noted that the codt o1 all branches (soluthon space] is 5.

*Therefare, the whols tree will be explored and In the end, it will be concluded
that the kower bound (=4) ghen by the estimate i not sharp and & solution [of
cost 5) will be taken a3 cover.

* However, It is not abways the case. In the Ouestion and Answer part of the
lecture we will provide & modilied lower bound sstimate algorithm and show
mhmnmm{u‘umammmmm
need not be explored

HFTEL
-

Example of Branch and Bound applied to Unate covering

Question and Answers

=Ousstlon: The lower bound estimate algorithm disoussed In thi lecture may

not ahwayt give a sharp bound. Suggest suitable modifications and show that

better bounds can be obtaimed. Aho thow using an example, how benefit k

achieved iin branch and bound algorithm wsing the modification , ———

Anvwer ——
The fallowing 4 sepn wene prevent in the lowrer bhound citimate alporithm divamsed in
mmmﬂm&wmnw

- Mdda fickd w b0 cach row, lhﬂrlhl:unpllhu!humlmnﬂ % i the row

r t‘ha-ﬁtmwmtmru*.-w hn:hr Ifﬂn’unmimhmﬁm

——

3. Delese all rown rﬂuhﬂ + and r, have ot least oo cobumn wisere both of them

barve & 1. Ahﬁi*..lh-ﬁrﬁhh--rrmnﬂ.lb-ﬁdl

Il say, swch that PQ has ol 15 I there is mo sach column

ep 2 amd 3 undil o moes rows hemai.



Question and Answers
The motivation of the cxwnsion is explained by the following marix.
Al Az M3
mingerml (h {7 o !
minerm? €& & 1§ @ﬂ
__w_e;_n.__l__ : i

In the above matrix, if we spply the lower bound estimate algorithm discusied in
the kecture, then we get the answer a3 1; the sigosithm stops after 1 [teration
because rowl i telected and rowd and rowd get eliminated, However, it may ke |
noted one column cannot cover the thres rows because no column Pl exlats,
muﬂmmnw_hmm_ummmwum
rowd can coved, Bt may ba nated that i the matrix has moe rows and colwmng,
then the addition reguined in the cost may be mare than 2. However to keep the
simple we compromise on sccuracy and sdd just 1; calculating mone
1o be added, requires more computation steps.
HFTEL

Question and Answers
Let us again conuder the same conatraint matris exsmple. spply the
bound estimate algorithm, we get Lower
{1 357} B3 the adignal algerahm of the lesture].
Sy Pl P12 PI3 PH PIS Pl

M P
mmicrml
minkerm?
minierm3
mintermd
nunbermS
meintermd
minberm T
minterms
manterm$

1 o
ik

manterm | 2

e e

- e DD O = DD D

s
o
o
1]
a
0
]
1
1
4]
1
]
o

e - - S
e~-ocoo~-=—oocoocood

P4
o
a
]
]
0
1
]
0
1
|
]
0

- g O 9 0O 0 0O 0 = O 5 -
a o0 Do S 0D DD -
E— I — I — I — I — T — |
0D 0O 0 0 =0 =-0 0 00
E— I T — R — R — B —
b R I — T R
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Question and Answers
Afver third iteration of the modified bound estimate algerithm (Le,
deleting rows corresponding to 1.3 and 5, we hawe the following matrix

Pl PR PI3 M4 PIS| M6 (M7 )P3 P19 PO PINI
@nnnnuallunn

Alter minterm7, we exhaustall rows, but need not add 1 to the cost
there are two rows P17 and which have all 13

o\
\ ‘g ®

HFTEL
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Ad discusied in Ehe lectune, we Start sxploting the wolution ipate by selecting
Pl [Le.. Pil=1). Wih Pl being taken, the Mollowing happens in the malrix

sfgrvd minterml, mntesmd and meatermilll ade covered,

Ouestion and Answers

seotumng Fld (Bry Pl i) and Fi4 {oy Fl1) are dominated

spohumn P13 becomes essential

After reduction [Le.. takiag PIL, Pl_j_.-'!-nd wminat ng: Fid, Fi3)
loligaing matrie. As of now, (R €6 of the selution b 2 [PH-Rig=—"

Fl? PFHIO PLL)

TS
riia i el
msere !
minlermy
= nuanianmy
mmierm [0

mmlcrmil |

In this case you will add a value 1, because there is two columns where all the values are
1. This is very simple since the row is actually 1. This column has all 1s and this column
has all 1s. So by both the technique, our heuristic and other heuristic lower bound will be
equal to, but, now you see what will be the advantage? But, in the old heuristic and our
heuristic will be same. But, we are not added that. Only thing we have to note that in the
old example the old heuristic they will take minterm 4, we say that the value is equal to
the 4. But, in our case the we also say that the value is 4. We have added 7 and we have

added the value of 1. But, we have two columns, where we have two 1s. So for heuristic

PL3

Pl

PI7

[
1
1

L1]

L}

0
1

PIE

matrix both of them are giving the same algorithm.
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Question and Answers

in this matrix Lower Bound = 2 comprising (5,71 this is sams, using the original
et Bourd computation m well a the medified one, 55T We
explors on the value B
MMMHMMMHNMME“WMH
search space. Let us now consider column PIS.  With PIS Baing. taken, the
follewaing happens in the matrix

*forvs minterm®, minterm10, and mintermll afe covered,

rpolumns P9 By PIS), PI10 (PI6) and FI11 [by FIE) are dominated

Afver reduction (Le., taking P15 and eliminating PI92, PO, PIT] we get the
following matrie. Ax of now the cost of the soluthon & 3 (P11, PI3,A5),

Pl PIT PIB
mintermb | 1 ]
munterm? 1 i
mmiemd | (1] 1
®
HFTEL
(Refer Slide Time: 77:44)
Question and Answers

s discussed b the lecture, we start sxploding the wolution space by selecting
1 [Le., Pil=1). With Pil being taken, the following happens in the matrix

!:M,mmmmlu ate covered,

mmgg_m {by P13 are dominated
=column P13 becomes essential

e i

hh-itmi-huf 7 Toat of the solution is 2 (PH-RH

Pls PI7 PR PR PO P

nvialerm S | L o 1 g

mimtermsé 0 | I o 1 0 0

manierm? 0 0 | I o 1] a 4+
minterm# o 1 0 ] 0 1 1 gj
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Question and Answers

in this matrix Lawer Bound = 7 comprising {571 this is same, usting the original
lower bourd computation algorithm s ‘wall as the modified one. 55T We
explore on Ehis matrix the w&ﬂ@ﬁ&ﬂ'@f{ﬂlﬂ_ﬁ ~ i T value b
equal 1o that of the Lowes Bound on the ntiad matris, we explofe on the
search space. Lot us now consider colimp PIS. With PIS Being taken, the
fallowdng happens in the matrix

sforw minTerm0, minterml0, and mintermll afe covered,

spodumns P19 (by FIS), PIL0 {Pi6) and P11 (by FIE] are dominated

Afer reduction (Le., taking P15 and eliminating P92, PILD, PI1) we get the
Tallosading matrie. A3 of now the cost of the solution i 3 [PIL, PI3AI5),

Pl6 PIT PIB
minlermé | | ]
minterm? 0 | 1
(’ mimtamd | L] |

i

NHFTEL
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Question and AnSwers

Ad discussed in the lectine, we start exploting the solution space by selecting
Pl [Le., Pil=l). With Pil hthl:uhtn_ the following happens in the mairix

“forivi minterml, mintedmd, and mintermilll ate coveted,

scolumns Fil qh_-ll_il:!jnd Fhl.{tnr P'I!!;ru ‘daminated
stalumn P13 becomes easential

e
—

After reduction [Le., takidg Pi1, Pi3and eliminating P12, Pi3)

following matrb. As of FEu of the solution ks 2

e @'ma PO PIE P
minterms (14 1
manlcrmib

Eet the

]

] ] |

miniermT @ 20 o
] ] 1]

¥ ¥ |

MFTEL  minteri 1T |

So now we are again doing all this thing. If you remember taking | mean you are taking
minterm 4, 7 and 12, so you take PI 4 and in mean case Pl 4 will all be covered. This will
be dominated and PI 4 will be essential reduced matrix after taking Pl 1 and P1 3. And
eliminating this we get the cost of the following matrix. The cost of the solution is this 1
whole thing we have done. If you remember this 1 in matrix, now if you see in this case
the lower bound is 5 and 7. This is same as the original lower bound computation and the

modified one.



So if we explore all the solution is 2 plus 2 as on the a values, on the lower bound we
explore this say same thing with 5 been taken. So you take 5 old case and you start
exploring the matrix. Obviously is the same thing you have to do if you remember. If PI
had taken row nor 10, 11 gets eliminated. If you take this column it gets eliminated.
Again some row dominance and column dominance. This 2 will get eliminated and
finally, if we remember we are going to get this matrix. Now if we try to see the same
old flow this 1 you start with this 1, this is the same flow. Previous example is this one
and finally, we get this 1. Now we are going to find out the there will be difference in the
heuristic, our heuristic and the old heuristic. sorry Old one we discussed, modified
heuristic and old will find slight difference. So in this what you are going to find out, the
what is the lower bound old heuristic will tell you that, this is common this common. So
itis1..

(Refer Slide Time: 78:05)

Question and Answers

I this matrix Lower Bowind = 2 compriaing (5. 70 this 15 ame, using the ariginal
lower boursd computation algorithm i well o the modified one. 55 T We
expiore on this matrix the solution cost lower Bound B 2+2=4. A3 this value &
equal to that of the Lower Bound on the nitial matris, we eaplofe on the
search space. Let us now consider columf PTS. Witk PIS B®ing taken, the
fq:hlln-w-ﬂ; happens in the matria

stows mintermd, mintermll, shd mintermll ate covered,

sppdurmng PTD (By PIS), PILD (PIG) and FILL (by FIE] are dominsied

Alter redeition [Le., taking PIS and eliminating PI9Z, PILD, PI1) we get the

Tollowing matrin. As of now the cost of the solution is 3 [PIL. PI3FIS)EL .".'JI
P PI7 PIR = I.-" {“'l'
1 (P [ | il | I..I
| munlermi U [ ik Lef \_J
) -.._.
| minterm? O () I
| &
,-') minterm& (P 0 1
| = 1 . A i _|
R (oY%
b

But, again you have to find out that modified, will check before reporting lower bound it
is there, any column all 1s. In this case there is no such 1, you add the value 1 and the
lower bound will be now 2. But, now our modified but, it will be the old one. Now you
are reporting a value 2 and old 1 reporting the value 1. So it will see that what is the
cost? The cost is the cost is PI 1 PI 3, PI 5 lat 2 equal to 5, new heuristic but, the old
heuristic will be PI 1 plus PI 5 will be 4 by the modified paths 3 plus will be 5. So it is
higher than the initial estimate of 4. So you do not explore on the path and then you are
going to get a in this case the lower bound is 1, compromising to 6 and lower bound is



equal to 2. In our case it will be 5. Do not explore on that path because it is higher and
we are safe from actually taking some of the paths. Just tell me what happened just
happened.
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Question and Anvwers

I this matrix Lower Bound = I cofmprising {5,70: this is same, using the ofiginasl
lower bound computation sigorithm as well a the modified one. S50 i we
explors on this matrix the solution cost lower bound Is 2+2=4. As this value &
equal to that of the Lower Bound on the initial matris, we sxplone on the
search space. Lot us now conider column P15, With PIS being taken, the
fallowdng happens in the matrix

spgas mintermd, mintermll, and mintermll ane cowered,

=columns P (By Pi5), PI10 (Pi&) and FI11 (by FIG) are dominated

ARer redwction [ie., taking P15 and eliminating P92, P10, PI1) we get the
Tallowing marix. A of now the cost of the solution i 3 (P11, PI3,PIS).

Pls PI7T PI3
mintermés |1 1 (]
minterm? 0 | 1
minlemi | 1] 1
®
HFTEL
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Question and Answers
i Efvts ratrin Lower Baund = 1 i) this is the value obtained using
mmmuiﬁfmmwmtmmmmn!mmm

lecture.

Using the modified sigorithm the Lower Bound = I [in thiv case 1 b added
the cast because there i no column with all 1]

Therefare, if we explore on this matrix the sobution cost lower bound i 3+2e%
Ag thin value i higher thaen the Lower Bound on the initial matrix, da

explare on the Search paie,

As shown In the lecture, exploring in path Pil=1, PiS=]...... would have the cost

of 5. As thés value b avallable without actually exploring the path, when we use

the modiiied bound computation algedithm, we lave compulation time in the
T and bound sigorithm.

HFTEL
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Example of Branch and Bound applied to Unate covering

In this case the same old what will gong to actually is going to the same path. So it
actually 1 2 3 plus 4 3 plus. Our case old heuristic was reporting 1 and you keep on
exploring on this problem and finally, you get a 5. That is the big problem in modified
one, we give it equal to 2. So 3 plus 2 is 5. So if you say it do not explore on this path do
not explore on this path the value is 5. Immediately you will back track to this and find
out the less number of paths. Obviously the lower bound is 5, nobody can give you a
solution less than that. The lower bound 4 which was instated by our heuristic or the old
heuristic, that was the wrong estimate the initial values has to be 5. But, our heuristic

everywhere you find 55 5.

So we will explore out this part of the tree. So finally, the leaf node there is no more
solution is there. So you come to the conclusion, solution is 5, in what we have that we
can find out that before I close. Just see what happened initially we have taken this
matrix and old heuristic, and modified heuristic. Both of them are given a lower bound
equal to 4. In fact we found out the that is not the correct path, minimum 5 has to be
taken but, what is the gain, the gain was the started exploring and exploring which was
and finally, we landed into this matrix. If you take the old heuristic lower bound is 1, but,
if you take our heuristic the modified heuristic it will lower bound is equal to 2. Then

you will say lower bound is 5.



So you will not explore many of the tree unless and until the last case of the that no more
to be track. Because this is the only path to explore and terminate is exhausted and you
are not explore this path properly. 3 plus 2, the cost is 5, 3 plus 2 every where it will stop
and no more no more you have to find and the default cost is 5. And cost is 5. And this
so on so what we have said, we have said that we have explored all the paths and just
going to the terminal case directly where, if you take the old heuristic this one taking the
lower bound 1 keep on exploring all the paths and at the end of the path you will realize
the value is 5. Again retrace 5 and keep on going and | have reached the value of fix and
that is the solution. But, unnecessarily you have explored more paths. That was not

required.

So in modified heuristic, we have achieved this one. So with this this one is actually told,
so with this we come to end of the lecture and this module. And what we have seen, that
we have taken the unit covering problem. We have found out the algorithm incase a
branch and bound algorithm, which can give you the subset of prime implicant, which
can cover the function that is what we have done. Again you can see finding out the
prime implicant through tabular method or by inter method or by you have to make a
table matrix and all at some point of that time, you have to explore the minterms.
Exploring the minterms means in terms of exponential case in number of inputs. Again if

the algorithm is taking some complexity, the complexity is 2 to the power of n.

If n is the number of inputs the constant matrix will be in 2 to the power of n. Again
exploring that the order will be something of the power of n. It is a very fearless
algorithm. We tried to make it somewhat minimal somewhat reducing by the heuristic.
The next lecture on the next module what you will we will not at all go in terms of
minterms, representing a matrix in terms of minterms is only a exponential form. We
will not go to that directly, we will put some heuristic and try to find a solution to that

what will be looking in the next lecture.

Thank you.



