Learning Analytics Tools
Professor Ramkumar Rajendran
Educational Technology
Indian Institute of Technology, Bombay
Lecture 9.5: DT, NB- Examples

In this video we will see three different papers where decision tree and Naive Bayes has
been used. Since | was explaining the basics of decision tree and Naive Bayes using, the
simple example, let us look at the papers which used decision tree Naive Bayes in

research.
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So let us look at Naive Bayes first. So you know decision tree and Naive Bayes has been

used in research for long and there are lot and lot of publications on decision tree is

available.



(Refer Slide Time: 0:54)
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What is the data they considered to predict the performance? So to predict the
performance they consider gender, date of birth, specialization, which city you are from,
secondary school name, status, father’s job, student status: as a pass or incomplete that is
the thing we have to predict student status now, and the student is married or single, that

is the marital status and all the information is captured here.

So, you have 1, 2, 3, 4, 5, 6, 7 features and one dependent variable to predict. So with
these values and they computed a frequency table then they apply to K nearest neighbor
and a decision tree. Now, in a decision tree, it is accurate it is good, its performance is

good that is the, that is a example, so it is very simple.

In this student’s profile information is used and not their interaction with the system, not
their attendance, or not the marks its or something, profile information is used to predict
the students will pass the exam or not. Very simple paper, you can collect this
information from survey questions and you can use that, right? So, you can check this
paper, how they did it. They explained decision tree in a detail that is why | gave this

paper, so just like, just check this paper.

(Refer Slide Time: 2:22)
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Let us look at the next paper that is for decision tree. In this paper they used decision tree
to predict the student's performance. So, the data they used is the nationality, student
gender, the first language. So what are the variables that is decision variables, category

variables in decision tree.

So they have a multiple decisions to make and there are like a 1, 2, 3, 4, 5, 6, 7, 8
different features right? Or more than that see. So previous semester marks, we have
week’s friends and the father's occupation, mother's occupation, qualification of the
father, the student discounts, any parents working in the university, all this information

has been used. And they use this data to come up with a final dataset.

This is a final data set with the all the decisions and also they given the values in each
data set like how they distributed across these particular values has been given. So, given
this data set, they want to predict student's performance. So, this is just a distribution of
the values, they want to show how the data is distributed, this is descriptive analytics.

And given the table they want to predict students mark in the current semester.

They used to C4.5 decision tree algorithm with a ten fold cross validation on datasets, the
confusion matrix is shown here. Now, you know what is cross validation and what is
confusion matrix. Because now you are using, we have seen what is confusion matrix for

two or three variables, now you are able to see what is confusion matrix and you are able



to make sense out of it. Classification is good, 46 percent like precision but recall is less

because there are lot of excellent has been classified as very good.

So ina CA4.5 class algorithm what is a criteria to split the tree, this is information gain
ratio. And maximum size of pitch should be 4, not more than that, that you can say.
Minimum leaf size should be 1. And the depth is how far the tree can grow. So they do
not want to grow tree a very big or something, they want to make the trees pruning, the
confidence gives the pruning criteria also. So they used C4.5 also 1D3, it is exactly same

information gain, maximum size, minimal gain, also depth also can be given.

And that value is this. And CART s classification and regression tree, as | mentioned,
decision tree also can be used as regression. That is what they did. So they applied
decision tree, different decision algorithms and they (results) reported results here. So this
paper will help you to understand, what are the features they collected, how they combine
the features, how they made a decisions, how they use it to make a decision and what are

the results to compare. So this is one paper you can read and check it out.
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So let us look next paper. In this paper it has both decision tree and Naive Bayes. So in
this paper, it is the demographic information of the, like the participants like a female,
male, age, graduate students and everything. And how many students registered, how
many students dropped out. So let us see. So this, do you remember, this is the equation

we saw in the Naive Bayes classifier.

And this also explains how Naive Bayes assumption is helping you to make this Bayes
theorem and let us look at it. Yeah. | want to show this one thing. So they use the
decision tree, Naive Bayes, nearest neighbor, even neural network, do not worry about
that. So Naive Bayes is performed like this. Hope you understand this ROC curve. So
Naive Bayes is not good. Also the nearest neighbor is not different, but decision tree

performed well.

So, | just want you to check these papers, understand what is the paper data you used and
what are the classifiers they use, how they report the results. | hope now you are able to
understand the paper, which be detailed because now you know what is algorithm, how
does a matrix, so that helps you to understand the paper and which gives you identify the
gap in the existing literature. And that might motivate you to collect data on your own

and you can write your own paper, do some own research.

(Refer Slide Time: 7:50)



Decision Tree Algorithm

+ Saa, Amjad Abu. "Educational data mining & students’
performance prediction." International Journal of Advanced
Computer Science and Applications 7.5 (2016): 212-220.
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Naive Bayes

« Amra, Thsan A. Abu, and Ashraf YA Maghari. "Students
performance prediction using KNN and Naive Bayesian." 2017
8th International Conference on Information Technology (ICIT).
IEEE, 2017.




Decision Tree, NB

« Yukselturk, Erman, Serhat Ozekes, and Yahn Kilig Tirel.
"Predicting dropout student: an application of data mining
methods in an online education program." European Journal of
Open, Distance and e-learning 17.1 (2014): 118-133.
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So that three papers are given in this, in this slide, you can download and you can check
those paper datas from scholar dot Google dot com. It is all available for you, if not put
that in the forum. We can give a link where you can download that. So this three papers.

(Refer Slide Time: 8:08)

Activity
DT and NB

+ Can you list down application of DT and NB and what
data are required!

9
= Learning Analytics

So, can you list down application of decision tree and Naive Bayes, and also what data is
required, what is the features required. And what are the categories and the features like

what are the decision makings values and features. List down, this is based on, what is



decision tree now, what is Naive Bayes now and you have seen three applications of

papers.

Can you list down the applications of decision tree in learning analytics or the data from
the learning environment? So, there is no answer. It is just if you list it down, just go
ahead and try, try collecting data if possible and apply these algorithms. If this is a good
and different than the existing research, please publish it in a good venue, international

conference or journals.

(Refer Slide Time: 8:38)

Summary

+ Decision tree
+ Naive Bayes
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So in this week, we saw what is decision tree, what is Naive Bayes. You understood what
is Naive Bayes and | talked about state transition sometime back in the diagnostic
analytics. |1 would request you go and check Hidden Markov Model. If you know both, it

is very easy to understand and very intuitive to go and next step will be that.

But that is not part of this course. That is completely optional. So | hope you understood
what is decision tree and Naive Bayes as usual. If you do not understand decision tree
and Naive Bayes, go and check the videos available internet. The idea here is to you to
understand or is a concept, or logic, intuition begin these two classifiers, not to
understand all the mathematical or training parameters to be used in the classifiers. Thank

you.



