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In this lecture, we are starting with the parametric method of Frequency Analysis.  
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Today we are starting this parametric method of frequency analysis.  
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The outline goes like this, the introduction is why this parametric method becomes important for 

some applications. And after that, some of the parametric methods used in some distributions that 

we will discuss in today's class are using the normal distribution, log-Pearson type III distribution, 

and lognormal distribution. And we will take up example problems for each of them before coming 

to the summary.  
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Introduction 

In the last lecture, we discussed the plotting position formulae as the non-parametric method of 

the frequency analysis, and we also concluded that this may yield some acceptable results when 

you go for the small or moderate extrapolation of this one. Fig.1 also was presented and can go for 

some sort of extrapolation here to find out what are the different return periods and their 

corresponding values here. However, if the extent of this extrapolation becomes higher, then the 

accuracy and reliability of this method may not be applicable.  

 

Figure 1 shows the plot between return periods vs. discharge 

And in this case, for example, if we just evaluate for these 1000 years of the flood from this flood 

frequency plot that may not hold any mode of the linear relationship towards the end. So, that may 

yield a very wrong result. So, in this case, the parametric frequency analysis of course, with some 

assumptions may provide a better estimate of the extent of results.  
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Parametric Methods of frequency analysis 

In parametric methods of frequency analysis, firstly a parametric probability distribution is 

ascertained that best fits the given dataset (X). 

Various goodness-of-fit tests are used for this purpose. 

Then, the general equation of frequency analysis is used: 

                                                              𝑥𝑇 = �̅� + 𝐾𝑆                                                                   (1) 

Where 𝑥𝑇 = magnitude of the hydrologic variable X with a return period of T; 

�̅�= mean of the hydrologic variable X; 

S = standard deviation of the hydrologic variable X;  

K = frequency factor depending on the return period decided from the best-fit probability 

distribution function. 
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Parametric Methods of frequency analysis 

Some of the most commonly used probability distributions in hydrological studies include: 

 Normal distribution 

 Lognormal distribution 

 Log-Pearson Type III distribution 

 Extreme Value Type I distribution (or Gumbel distribution) 
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Normal distribution 

The normal distribution is the most frequently used continuous probability distribution function. 

It is symmetrical with respect to its mean and the type looks like a bell-shaped curve.  

Now, if a hydrologic variable (X) follows the normal distribution, the frequency factor K equals 

its standard normal variate Z.  

𝐾 = 𝑍 =
𝑥𝑇 − �̅�

𝑆
 

Where �̅�= mean of the hydrologic variable X; 

S = standard deviation of the hydrologic variable X;  

A normal distribution with zero mean and unit standard deviation is termed a ‘standard normal 

distribution’, 
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Normal distribution 

 To determine an extreme event with a particular return period, first, the exceedance 

probability (or, non-exceedance probability) is calculated. 

 Now, corresponding to this exceedance probability (or, non-exceedance probability), the Z 

value is computed from the Standard Normal distribution (available from the standard 

normal table).  

 Using this Z value as frequency factor K, the extreme event of the required return period 

can be determined from Eq. (1). 
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Standard Normal Table 
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Example 51.1 

Consider the data used in Example 49.1 (table reproduced below), and determine the 10-, 50-, and 

100-year floods considering normal distribution. 
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Solution 

For the given maximum flood data series (X), the mean flood magnitude (�̅�) is 2986 and standard 

distribution (S) of 1458.  



Now, for a 10-year flood, i.e., T = 10, 

𝑃(𝑋 >  𝑥10) =  1/10 =  0.1 

𝑃(𝑋 ≤  𝑥10) =  1 −  0.1 =  0.9  

From a standard normal table, for non-exceedance probability (𝑞) of 0.9, we have to find out the 

value of standard normal variate𝑍. 
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Solution 

From this standard normal table, we can find out that: 

For, 𝑞 = 0.8997,  𝑍 = 1.28 

        𝑞 = 0.9015, 𝑍 = 1.29 

So, by linear interpolation, 

For, 𝑞 = 0.9, 

𝑍 = 1.28 +
1.29 − 1.28

0.9015 − 0.8997
× (0.9 − 0.8997) 

𝒁 = 𝟏. 𝟐𝟖𝟏𝟔𝟔𝟔𝟕 ≈ 𝟏. 𝟐𝟖𝟐 
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Solution 

From a standard normal table, for q=0.9 we got Z = 1.282 = the frequency factor K. 

Hence, x10= 2986 + (1.282 × 1458) = 4855 cumec (Ans) 

Similarly, for T=50, q=0.98, and Z=2.054 (from standard normal table) 

Hence, x50= 2986 + (2.054× 1458) = 5981 cumec (Ans) 

Similarly, for T=100, q=0.99, and Z=2.326 (from standard normal table) 

Hence, x100= 2986 + (2.326× 1458) = 6377 cumec (Ans) 
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Lognormal distribution 

 The lognormal distribution is a continuous probability distribution of a random variable 

whose logarithmic transformation follows a normal distribution. 

 Thus, if a hydrologic variable (X) follows lognormal distribution, then 𝑌 =  𝑙𝑛(𝑋), i.e. the 

natural logarithm of 𝑋 will follow the normal distribution.  

 The mean and standard deviation of the log-transformed series 𝑌 can be expressed as a 

function of the mean and standard deviation of the original series 𝑋. The expressions are 

given by -  

 

�̅� =
1

2
𝑙𝑛 [

�̅�2

𝐶
𝑣
2+1

]        𝑆𝑦 = √ln(𝐶𝑣
2 + 1) 

 

Where,  𝑦 ̅and Sy are the mean and standard deviation of the log-transformed data 

              𝑥 ̅ and Sx is the mean and standard deviation of the original data, and  

           Cv is the coefficient of variation of the original data = 
𝑆
𝑥
�̅�
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Lognormal distribution 

After calculating the mean and standard deviation of the log-transformed series 𝑌, the next 

task is to estimate the frequency factor, for which the same procedure as normal distribution is 

followed (i.e. use of standard normal table) 

Then, using the following equation, we can determine the magnitude 𝑦𝑇 for a particular 

return period 𝑇,                         

𝑦𝑇 = �̅� + 𝐾𝑌 𝑆𝑦 

where, 𝑦𝑇 = magnitude of the log-transformed variable Y  with a return period of  T ; 

𝑦 ̅= mean of the log-transformed variable Y; 

Sy = standard deviation of the log-transformed variable Y;  

Ky=frequency factor for the log-transformed variable Y. 

Finally, from 𝑦𝑇 we can compute 𝑥𝑇 by using their logarithmic relationship, i.e.,  𝑥𝑇 = 𝑒𝑦𝑇  
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Example 51.2 

Consider the data used in Example 49.1 (also in 51.1), and determine the 10-, 50-, and 100-year 

floods considering lognormal distribution. 

Solution:  For the given maximum flood data series (𝑋), convert the 𝑋 values into a series of 𝑌 

values where 𝑦 =  𝑙𝑛(𝑥).  Now, the mean and standard deviation are calculated for this 𝑌 series 

and obtained as the mean (𝑦 ̅) = 7.89 and standard deviation (Sy) = 0.48. 

Now, for a 10-year flood, 𝑇 = 10;     P(Y > y10) = 1/10 = 0.1 

                                                          P(Y ≤ y10) = 1 − 0.1 = 0.9  

From a standard normal table, we got Z10 = 1.282 = the frequency factor K, for exceedance 

probability 0.9. 

So, y10 =𝑦 ̅+ Ky Sy = 7.89 + (1.282 × 0.48) = 8.505. 

Thus, y10 = ln x10= 8.505, hence, x10 = 4939 cumec. (Ans) 

Similarly, we can obtain x50 = 7158 cumec and x100 = 8156 cumec. 
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Log-Pearson Type III Distribution 

 The basic idea to estimate frequency factor by Log-Pearson Type III distribution is 

similar to that of the lognormal distribution, discussed in previous slides.  

 First, we have to convert the 𝑋 values into a series of 𝑌 values where 𝑦 =  𝑙𝑜𝑔10(𝑥). 

Then, three statistical parameters are calculated for this transformed data series Y, 

namely mean (𝑦 ̅), standard deviation (𝑆𝑦), and coefficient of skewness (𝐶𝑠).  

 Now based on the 𝐶𝑠 values, frequency factors are obtained from a standard table for 

a particular return period or exceedance probability. When 𝐶𝑠 takes the value zero, the 

log-Pearson type III distribution becomes a lognormal distribution.  

 Next, the magnitude 𝑦𝑇 for a particular return period 𝑇 can be computed using the 

general equation of frequency analysis. The value of 𝑥𝑇 can be computed from 𝑦𝑇, 

using antilog(𝑦𝑇), i.e., 𝑥𝑇 = 10𝑦𝑇   .  
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 The formula to calculate 𝐶𝑆 from a data of sample size 𝑛 is as follows: 

o 𝐶𝑆 =
𝑛

(𝑛−1)(𝑛−2)

(𝑦−�̅�)3

𝑆𝑦
3  

 Unlike the normal distribution, most of the commonly used distributions are asymmetric 

in nature. To quantify their degree of symmetry, the coefficient of Skewness (𝐶𝑆) is used 

in statistics.  

 𝐶𝑆 = 0 Indicates a perfectly symmetric distribution like a normal distribution.  

 𝐶𝑆 > 0 Indicates a ‘positively skewed’ distribution with a higher frequency of data toward 

the right side, and 𝐶𝑆 < 0 indicates a ‘negatively skewed’ distribution with a higher 

frequency of data toward the left side, as shown in fig.1. 



 

Figure 2 shows the Skewness distribution with respect to Cs 
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Table of Frequency factors for log-Pearson type III distribution 
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Example 51.3 

Consider the data used in Example 49.1 (also in 51.1), and determine the 10-, 50-, and 100-year 

floods considering Log-Pearson Type III distribution. 

Solution:  For the given flood data series (X), convert the X values into a series of Y values where 

𝑦 =  𝑙𝑜𝑔10(𝑥). Now, three parameters are calculated for this Y series and obtained as mean (𝑦 ̅) 

= 3.427, std. deviation (𝑆
𝑦

) = 0.208, and coefficient of skewness (𝐶
𝑆

) = 0.021 

Now, for a 10-year flood, from the table of the previous slide, we got  

                𝐾10 = 1.282    For 𝐶𝑆 = 0          and       𝐾10 = 1.292   for 𝐶𝑆 = 0.1 

So, for 𝐶𝑆 =  0.021, by linear interpolation, 𝐾 = 1.282 +
1.292−1.282

0.1−0.0
× (0.021 − 0) = 1.284 

So, y10 =𝑦 ̅+ Ky Sy = 3.427+ (1.284 × 0.208) = 3.694. 

Thus, y10 = log10 x10= 3.694, hence, x10 = 4943 cumec. (Ans) 

Similarly, we can obtain x50 = 7149 cumec and x100 = 8143 cumec. 

 

 

 



Summary 

In summary, we learned the following points from this lecture: 

 In this lecture, parametric methods of frequency analysis and their benefits over the non-

parametric method are discussed.  

 Out of four commonly used probability distributions, three are discussed in this lecture, 

i.e., normal, lognormal, and log-Pearson type-III distribution.  

 The same example problem, which we solved in the previous lecture using the plotting 

position formula, i.e., non-parametric method, is again solved in this lecture but using the 

aforementioned three parametric methods.  

 In the next lecture, the remaining distribution, i.e. Extreme Value type I distribution, also 

known as Gumbel distribution, will be discussed. 

 

 


