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Hello and welcome to the lecture in the course probability Methods in Civil Engineering.
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Today, we will cover the Probability of Events which is very useful for the different applications

in the problems related to Civil Engineering.
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In this lecture, we will first touch a few basic concepts that is equality of events and concept of
field, which are useful particularly when we deal with the most of the problems in the Civil
Engineering. Then we will touch the countable and non-countable space followed by we will go
to the conditional probability and with the help of this we will try to explain the total probability
and related theorem of total probability and after that we will cover this Bayes’ theorem and rule.
And finally, we will see some of the application problems for applying to this particular concept,

and we will go one after another starting from this equality of events.
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This equality of events says that the two events A and B are called equal if they consist of same
elements the event A and B are called equal with probability 1 this equal with probability 1 is
important because then we can say that all these elements of both the events are same and that is
if the set consisting all outcome those are in A or in B but not in A N B has 0 probability that is,
a probability of these which is equal to this one, as | discuss in the previous class this probability

should be equal to 0.

This second part point if I want to explain in graphically, then it looks like this suppose that this

is.
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One sample space and in which there are two events, one is A this one is your A and another one
is your B. Now what it says that if these A and B are equal with probability 1, if the sets if the set
consist of all the outcomes those are in A, but those are in A as well as in B, but not in the A N
B. So, what we mean is that these two areas one is this in A or in B, but not in their intersection.
So, the probability of these two events probability of this area should be equal to 0 so, this is
exactly what is what it is meant. So, these two area is nothing but you are A N B prime, which is

union with A prime, A complementary with intersection B.

So, this is the area and if we say that there is no such element in this area then that means what
we are trying to say is that this probability of this event if it is O then we can say that this A and

this B these two event are equal.



(Refer Slide Time: 03:56)

Equality of Events

ets A and B are led equ

same elements

Cvents A and B are called eqgual with probabili
setl consisting all outcomes those ame |
n has 2210 probabslity, ).«

i i}

Thus, the events A and B are equal with probability 1 o
and only If P(A P(B PLAIIB)

If only MA)=P(B), then A and B egual in probability
w conclusion can be drawn about the probability of
A and B might be mutually exclusive

2

So, coming back to this point again that this event A and B are equal with probability 1, if the set
consisting all outcomes those are in A or in B but not in A N B, has zero probability that is
probability of that this is a thing | explained which is obviously equal to this one also so these
two events are referring to the same event whose probability if this probability is 0 then we can
say that this event A and B are equal. Thus the event A and B are equal with probability 1, if and
only if, the P(A) is equals to P(B) is equals to P(A N B). This is important once again if we just

refer to that particular Venn diagram here.
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That is if this P(A) and this P(B) is equal to the probability of their intersection which is nothing
but basically, we are just pulling these two events to be on the same to be on the same event that
is this as well as this means this is your A as well as A, this itself is your B so then already you
can say that P(A) is equals to P(B) equals to P(A N B). This All these three elements of this
equation is important because if we do not consider these if we say that P(A)equals to P(B) that

does not mean that these two events are same.

So, this must be there for example, that if we take the if we take the example of throwing of one
dice and if we say that the probability of getting 1 or probability of getting 2, both are same or if
| say the probability of getting an even outcome and probability of getting an odd outcome so,
one is event A another one is event B the probability of these two events are same but we cannot
say that these two events are same. So, this one this intersection this is a last part this P(A N B)

is also is important to declare that these event A and B are equal thus, once again.
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If we thus, it is stated that the event A and B are equal with probability 1, if and only if their
individual probability is equal to their intersection. If only, that is what just now, we discussed if
only we say that P(A) is equals to B, then the, then A and B are equal in probability but no
conclusion can be drawn about the P(A N B) the example that we are telling, that getting a dice
throwing a dice and getting the even number and odd number. So, these two events are equal in

probability, but there, the probability of their intersection is 0.

So, that is why the statement states clearly that if only P (A) = P(B) then A and B equa lin
probability but no conclusion can be drawn about their P(A N B) A and B might be mutually

exclusive.
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Then a concept is important which is known as field the definition of fields says that a field F is a
non-empty set of events, non-empty subset of events, called a class of event. Now, a class of
event is again another definition where this class means that we are considering instead of
considering each and every event of a sample space we are considering only particular subset of
the whole sample space and that particular subset is generally denoted by the class of event. So,
this field what we are now trying to understand this field F is a non-empty subset of the event
this is called a class of event in such a way this F is defined in such a way that if any event A if

that any event A belongs to F, then its complementary is also belongs to F.

If A one event A belongs to F and another event B belongs to F, then their union is also belongs
to F so these are the two their minimum criteria to define one field which is a non-empty subset
so based on these two there are other properties as well which are which can also be drawn. The
other properties of this field that states that if one event belongs to that field and another event
belongs to that field then their intersection also will be in that field. Also if the complementary of
one event belongs to F and the complementary of another event belongs to F then we can say the
complementary the union of their complementary that is complementary A union complementary

B also will belongs to F.



And the complementary of the union of individual complementary that is A complementary
union B complementary full thing their complementary which is nothing but equal to A N B, is
also belongs to F.

Last one since A since F is an nonempty sorry for this mistake, F is a nonempty set and contains
at least one event A also so it also contains that A complementary that is it contains at least one
event which is denoted as A here so it also contains that A complementary thus the A union A

complementary which is nothing but the full sample space.

So that is also belongs to that field and A intersection A complementary which is nothing but a
non-linear event so that is also that is also belongs to that F. So this so this S is nothing but
almost a certain event and this is almost this is the impossible event that is a null set these two

are also these two extremes are also belongs to the field.
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Next is countable space sometimes in the space S contains N outcomes and N is a finite number

then the probabilities of all outcomes can be expressed in terms of the probabilities of the



elementary event, probability of Ai = Pi. So if there are N finite N countable or countable events

are there in the space then their probability can be defined by the individual events.
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For example here it is shown that P(Ai ) = Pi however it should follow the axioms that this each
the probability of each the probability of each and every events should be greater than equal to
zero and their summation should bel which is directly following from the from the axioms of the
probability that we will discuss in previous classes. If A is an event having m elementary

elements Ai.

A can be written as the union of the elementary events Ai, then the probability of A is nothing
but the summation of their individual probabilities which is nothing but pl+ p2+....pm. So
there are m elementary events are there if we just add up we will get the probability of that of
that event A. This is also true even if the set S comprised of an infinite but countable number of

elements A1, A2 in this and so on.



So even though | am talking about this countable space if it is true when the S comprised of an
infinite but countable number of elements in such a way, that Al, A2 and in this way, so on. So a

contrast to these countable space which is which is more important.
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In particularly for these applications in this Civil Engineering where most of the cases we will
see which is the non-countable space. In many cases we have seen that the total sample space
cannot be cannot be defined just in terms of few elementary events rather it should be expressed
in terms of a non-countable set. For example, if we take the example of the real line then

whatever the number that lies on this real line it consist of this full sample space.

Now for such cases how to define the probability that is now our now we are going to
understand. So it is not only for the real line which is a one dimensional picture it can be that the
concept can be extended to any n dimensional space. So, it can be the two dimensional where it
refers to the areas or three dimensional which is referring to the volume and in this way it can be
explained that the concept can be extended to any n dimensional space. Now here we will

discuss about the one dimensional that is the real line.
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So if the if S is set of all real numbers its subset might be considered as a set of points on the real
line. This is generally impossible to assign the probabilities of probabilities for all subsets of the
S to satisfy the axioms it is true for any n dimensional space just now what | have discussed. So
the probability space on the real line can be constructed considering all the events at any

intervals.

Where x lies between x1 and x 2 and x 1 and x 2 can be of any real number on the real line and
their countable unions and intersection. So in this case particularly so what | mean is a real line
that one dimensional case the probability is assigned to the event which is x less than equal to x i,
so Xi is any number on this real line. So if we just define the probability that probability of x less

than equals to x i.

Then this is sufficient to explain the entire set of this probability for the entire sample space the
probability of any other event all other events can be determined with the help of the probability

axioms.
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Now probability masses, now this the probability P( Ai) of any event Ai of an event Ai can be
interpreted as a mass of the as the mass of the corresponding figure of its Venn diagram here
whatever you can see here that this is a Venn diagram that is shown. Now if these dots are the
outcome of the experiment and all these dots are consist of the sample space, now the probability

can be treated as a concentrated mass to these points to this outcome.

Now here if | just extend this one to this to this continuous field suppose that instead of being an
elementary event if the set consist of this consists of an continuous event then what will happen

we will just discuss in a in a minute.
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The second thing is that for these cases where it is an elementary A events, the if a sample space
S consist of this finite number of outcomes Al, A2 up to An and this A1, A 2... A n are the
elementary events then by in that this Ai corresponds to the event A the Ai then this probability
of all these events should equal to the 1 which directly follows from the axiom of this
probability.

Now what just now | was telling was that instead of being this discrete point if it is a continuous
point this is important in the sense that what we can in that case what we can imagine that this
probability is a mass in where in this field that is that can be expressed in terms of the density.
Now if | take one elemental area of that particular sample space then the total mass that is the
total area multiplied by the density. The total mass will be give you the probability for that
particular for that particular event.
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Conditional Probability
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Now in the previous class also we have discussed about the concept of this conditional
probability. So here just to recall the fact that if there are two events one is A and an other one is
B and these events are taken in such a way that the probability of A is sorry for this mistake this
should be greater than 0. So if we say that the probability of A greater than O not 1 this is greater
than 0.

Then the probability of B given that A has already occurred. So this is expressed in terms of the
probability B on condition A so this is known as the conditional probability. So which is differed
from this probability of this B in the sense that when there is no other information is available
this is simply the probability of one event B so probability of B. Now if we say that A has

already occurred.

Now that so one information is available. So based on the available information whether the
probability of the other event may or may not change and this is known as the conditional
probability which is denoted as like this B on condition A, which is derived as the probability A
on condition A which is equal to the P(A NB)/P(A). So here so if we see if we refer to this Venn

diagram.



Then what if we simply say what is the probability of B? Then we will just concentrate to the
event B which is shown by this circle. Now if we say that A has already occurred then we know
that our sample space or our total feasible space as is now within this zone which is denoted as
the event A. Now the success of this one so what is the probability of B? So the success area is
highlighted in these area in this way which is the intersection of these two event that is A N B
that is why this is the success this is the area where the success is realized to declare the
probability of B.

Now the total feasible space as we have seen that as A has already occurred so the probability of
A comes here so it says that conditional probability of B given that A has already occurred is
equal to probability of A N B divided by probability of A.

We will use this relationship to form our base role which is very important so far as the
application is concerned we will refer to this one before that we will try to understand how this
probability of particular event can be derived in terms of the other events however still before

that discussion we will.
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Discuss about the same that conditional probability when we are talking about the more than two
event so for any three events that is Al, A2 and A3, the probability that all of them occurred is
the same as the probability of Al times probability of A2, given A 1 has occurred times
probability of A3 given that both A 1 and A 2 has occurred so this if you want to if you know
that there are three events Al, A2, A3 if we say that - what is the probability of the simultaneous

occurrence of all these three events.
This can be expressed in terms of probability of Al x by probability of A2 on condition
Alprobability of A3 on condition A 1 and A 2 both has occurred this is just followed from this

two event.
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As from this conditional probability case that is probability of A on condition B is nothing but
equal to probability of A multiplied by probability of B on condition A now extending the same
thing. We are getting here for these three events that is probability of Al, A 2, A 3 first we take
the first event that is probability of A1l multiplied by probability of A2 on condition Al
probability of A3 on condition Al and A2 both has occurred so extending this same thing this



can be generalized for this n numbers of events also so probability of A1 NA2NA3
intersection A 4 up to if we go ahead like this then we will say that probability of A1 multiplied
by probability of A2 on condition A 1 probability of A 3 on condition Al and A 2 multiplied by
probability of A4 on condition A 1 A 2 A 3 all three has occurred.

And this will go on in the same way as it is go as it is going on for this N numbers of different

events.
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Next is the concept of the Total probability sometimes the occurrence of one event A cannot be
determined directly It depends on the occurrence of the other events such as say B1, B2 up to B
n which are mutually exclusive or collectively and collectively exhaustive so now | just spoke
these condition here which are mutually exclusive and collectively exhaustive which is generally
leading to the Theorem of Total probability so even I do not know the probability of a particular

event but from the experience if you know the probability of the other events.

Then this probability can be expressed in terms of this one to calculate that probability of this
event A the waitage of the probabilities of the event of the event B , B 2 and Bn are generally are



used and this approach is known as the Theorem of Total probability so this Theorem of Total
Probability.
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Says that if any event A must result in one of the mutually exclusive and collectively exhaustive
events Al to An | take a minute to explain one second the mutually exclusive and collectively
exhaustive - this means the occurrence of one event for example, this A 1 to An what is shown
here the occurrence of any one event implies the non-occurrence of all other event this is meant
by the mutually exclusive and collectively exhaustive means the probability of Al p+ probability
of A2 + up to in this way probability of A1 =1 so if we see here if this full rectangle is your
sample space.

Then this is these are the events which are non-overlapping to each other this A1, A2, A3, A4,
up to An so these events are known as mutually exclusive and collectively exhaustive so if these
are the events then the probability of another event A which is overlapping with all these events
is equal it can be expressed as probability of A is equals to the probability of A1 multiplied by
probability A on condition A1 + probability of A2 on condition probability of A on condition A
2 in this way it will go up to probability of A n multiplied by probability of A on condition A.



So this theorem is known as the Theorem of Total probability so these the events this probability
of Al probability of A2, probability of An generally as known from the experience and
probability of A1l on condition A on condition Al probability A on condition A2 also known
from the previous experience when both these information is known to us then if you want to
know what is the total probability of the event A then these probabilities these conditional
probabilities are waitage to the individual probability of the individual events A1A2 up to A n
this is the basis of this total probability theorem.
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Now if you see one example problem using this total probability problem this is an water supply
problem Municipality of a city uses 70 percent of its required water from a nearby river and
remaining from the ground water that is 30% is used from this groundwater now there could b
various reasons for not getting sufficient water from the sources including the pump failure non-
availability of the sufficient water and so on so the failures can be of | can | am just dividing the

failure of not supplying to not supplying sufficient water into 2 parts.



One is which is related to the supply from the river another one is related to the supply from the
groundwater so if the probability of the shortage of water due to the system involved with the
river is 0.3 and that with the ground water is 0.15 what is the probability of insufficient supply of
this water to the city now here in this problem we can see that this probability of insufficient
supply of the water is my total probability that I am looking for which is depending on this here

it is 2 and that can depend on the many factors so now if | just define the.
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Events like this that A event is the insufficient supply of the water to the city and R is the water
from the river and G is the water from the groundwater. Now from the problem we have seen
the probability of the water that we get from the river is 0.7 from the groundwater it is 0.3 now
probability of the insufficient supply in the case of the river it is 0.3 and probability of
insufficient water in case of the ground water it is 0.15 then so from the total probability theorem
that is probability of the insufficient supply of the water to the city this equals to probability of
R.



Weighted to the probability of insufficient supply in case of river and similarly for this
groundwater so which is equals to your this calculation which comes that the total probability of

insufficient supply of the water to the city is 25.5 percent.
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Now another important concept is known as independence which is which is relevant here to
discuss is that independent event if the probability of a event B occurring completely unaffected
by the occurrence or non-occurrence of the event A then event A and B are said to be
independent thus if A and B are independent then it can be expressed as probability of B on
condition A is equals to probability of B. So whether the A has occurred or not it does not have
anything to change the probability of B so which is equivalent as the probability of A
intersection B is equals to probability of A multiplied by probability of B. So, which is directly

following from the conditional probability which is just we have seen the --
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Probability of B on condition A is equals to probability of A intersection B, probability of A.
Now this is probability of B on condition A if these two are independent then this is nothing but
equal to probability of B. So, A intersection B divided by probability of A which... So this is
generally the basis to declare in mathematically the two variables, to random variables are

independent which will be used in from the next class onwards.
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So this is forming the mathematical basis to declare two events to be independent it is said that,
if and only if the probability their joint probability is equals to the multiplication of their

individual probability, then we say that these two events are independent.
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Bayes’ theorem or rule if A;, A, Az, A, are mutually exclusive events and collectively
exhaustive just now we have discussed about this mutually exclusive and collectively exhaustive;
then for any event Ay, k can range from 1to n, what we can say that this probability of A x on
condition A is equals to probability of Ax multiplied by probability of A on condition A  divided
by summation of all these probabilities which probability of A j multiplied by probability of A

on condition A;.

This is known as this Bayes’ theorem which we will just see that this comes from this total
probability theorem that is if we know the probability of individual event and after that we know
the occurrence of one particular event A, which is shown as a red ellipse here, then, what are the
probability of these different sub-events which are mutually exclusive and collectively

exhaustive is generally obtain from this Bayes’ theorem or Bayes’ rule.
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The proof of Bayes’ theorem can be explained like this, that is, if | take any particular event Ay,
k can be from 1 to n; So, A ,a particular event on condition that A has occurred can be expressed
in terms of, just now we have seen the conditional probability, so this A intersection A k divided
by probability of A. Now, again from this Joint probability this probability A intersection A can
be expressed as probability of A on condition A multiplied by probability of A.

Now, from here if we just replace this one to this part, then we see that probability of A x on
condition A is equals to probability of A« multiplied by probability of A on condition A  divided
by probability of A. Now, this probability of A can be expressed in terms of this total probability
theorem. Then from this total probability theorem this probability of A can be expressed as this
for all this k, it should be the summation of the probability of A« multiplied by probability of A
on condition probability of A k.

Now if we replace this one here, so, probability of a particular event on condition A is equals to
probability of A ¢ multiplied by probability of A on condition A divided by summation of for all
k probability of A multiplied by probability of A on condition A . Now these probabilities

these individual probabilities have is generally having different meaning first of all this



probability of A x so what we are doing is that if we say that, this left hand side is unknown and
right hand side is known, then what we are trying to do is that, we know the probability of A
without any condition what we are trying to understand, what we are trying to get is of course the
probability of the same event here is Ag here is also Ax but here the condition is that occurrence

of the particular event is known.

So, this one, this probability of this individual events which are mutually exclusive and
collectively exhaustive, these events are my prior knowledge. Now from this prior knowledge
due to the occurrence of the particular event | want to update the knowledge of the probability of
A . So, this is known as the posterior, so, probability of A k is your prior and probability of A k

on condition A is your posterior, posterior.

Now this probability of A on condition Ay, that is if we have the data available to us, then these
probabilities can be calculated from the previous experience and the previous experiments. So,
these are, this is known as the likelihood of that particular, of that particular event, so this is
known as the likelihood. Now, this denominator part is coming from this Total probability
theorem, which is equals to the probability of the, probability of A.

So, as compared to these probabilities, this can be treated as a constant. So as this can be treated
as a constant, if we take this out then this equality sign will convert to proportional sign, so this if

we just want to discuss it.
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Bayes’ Theorem/Rule...contd.

In the equation of Bayes’ Theotemn the probability of
different states, PIA ), k=12 n, ae generally the bedlet
of the engineer from eevious expenence These
probabilities are know a8 prior, whereas PIA A) Is known

as posteror

2 Simdlaly, the probabilities PIAVA, ) are known as Bkelihood
whuch are obtained from the catlier experiments
Thedenominator, Le., the total probabiliity can be treated

as a constant. Thus, the Bayes' rube (5 also expressed as

Postorwos Prvor « | abchibvnnd

Then in the equation of this Bayes’ theorem we have seen that this probability of different
events, that is probability of Ax are generally the belief of the engineer from the previous
experience. These probabilities are known as prior. Whereas the probability of that particular
event on the condition that one event, one particular event has already occurred, this is known as
the posterior.

Similarly, the probabilities of this A on condition A k are known as a likelihood, which are
obtained from the earlier experiments. In the denominator, there would be one space here the
denominator that is the total probability can be treated as a constant. Thus the Bayes’ rule is also
expressed as so left hand side that that is your posterior, which is proportional to the prior

multiplied by the likelihood.
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Example problems

A particular construction matenal is ordered from three
different companies. Company A delivers 600 units per
day, out of which 3 do not satisfy the specific qualRty
Company B delivers 400 units per day, out of which 1
do not satisfy the specific quaity. Company C delivers
S00 units per day, out of which 2 do not satisfy the
specific quaity

a) What s probabiity that one unit of the materisl picked ot

random will not saticly the speific guality /

D) I a boad s Tound 1o De subtandard, what i the probabiiny
thatl R wrse fom suppiey 07

.

»3

So with this, we will take one particular example where a particular construction material is
ordered from 3 different companies. So the company A delivers 600 units per day out of which
the 3 percent do not satisfy the specific quality. Company B delivers 400units and out of which 1
percent 1 percent does not satisfy the specific quality. Now, the company C delivers the 500

units per day,

So out of which 2 percent do not satisfy the specific quality. So the total units per day is being
supplied is, 1500 units are being supplied by 3 different companies. Now we want to know at the
construction site that what is the probability that 1 unit of the material picked at random, this
picked at random is important, so | do not know without knowing the knowledge that which
company has supplied to this one, if you do not know that information, that is why it is picked at

random will not satisfy the specific quality.

So to at this problem we have to use the theorem of total probability the total probability of
getting one particular unit which is defective or not satisfying the specific quality. Now on the

other hand if a if a particular unit is found to be the to be substandard, then what is the



probability that it has come from supplier B, now here we are giving one condition that one unit

has found to be substandard that is already fact.
Now depending on that fact, depending on that event, what is the probability that it is being
supplied by B, so we will see this two problem? The first one will be solved by this Total

probability theorem and the second one will be solved by this Bayes’s rule.
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Example problems...contd.

»OIlN
a) The substandard unit may come either from company
A or B or C. Thus, theorem of total probability should be
appled to obtain the probabillity of the event E, that is
selecting a substandard unit st random

2

So to answer the first one the substandard unit may come either from the company A or B or C.
Thus the theorem of Total probability should be applied to obtain the probability of the event E,
that is the selecting a substandard unit at random. So, this E is denoted as that the probability of
the event, that is this selecting a substandard unit at random. So, this E is denoted as the, as that

the probability of the event, that is this selecting a substandard, substandard unit.

So, probability of E which should be expressed in terms of that probability of A, that is, it is
supplied by what is the probability of supplying A, probability of supplying B and probability of
supplying B ,supplying C and what are their chances of supplying the defective units. So, this



first one is 0.03 which is, and their probability of supplying by, by event A is600 by total units
being supplied in a day is 1500.

(Refer Slide Time: 40:51)

Example problems...contd.

8) The sudstandard unit may come ather from company
AorB or Thus, theorem of total prodbabiity sheudd be
applied to obtain the probability of the event €, that s,
selecting 2 substandard wnit ot random

And, the second one is 0.01 and the probability it is being supplied by company B is 400 by
1500, and the probability that it is being supplied by C, company C is 500by 1500. So, if we do

this calculation, it comes that the total probability of getting a substandard unit is 0.0213. So, this
is the total probability that we get.
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Example problems

A particutar construction material |5 ordered from three

different companies. Company A delivers 600 units per

day. out of which 3% do not satisfy the specific quality

Company B delivers 400 uynits per day. out of which 1%

do not satisfy the specific quality. Company C delivers

S00 units per day, out of which 2% g0 not satisfy the

specific quaity,

A) What s probabiity that one Lt of the material pecked &
Fanciorn Wil not satialy the speciNc qualty 1

D) M aoad s fosrd 10 e slbvatanded, what 5 he probailiny
that & cortee from sappden D7

(%)..

METE

Now, if we just see the second question, if the unit is defective, then what is the probability that
it has come from company B? So, once it is known that the unit is substandard, the probability of
the unit being supplied by a particular company is not the same as that when the information of

the substandard unit was not known.

So, what I, what is mean there is that, if, if this information was not available, then probability of
supplying the substandard unit by with the company B is known to us, which is nothing but, here

0.01 supplied in this, it from the earlier, earlier experiences.
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Example problems

1. A particular construction matenal s ordered from three
different companies. Company A dellvers 600 units per
day, out of which 3% do not satisfy the specific quality,
Company B delivers 400 urits per day, out of which 15
do not satisfy the specific quality. Company C delivers
SO0 units per day, out of which 2% do not satisfy the
specific quaity, .

A) What s probabiity that one it of the matertad oo hedd o
random will not satinfy the specific quaality 7

D) A oad s found 1o De satstandard, what 5 the probabiiny
that & corrm from sappies D7

(.)
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Company B delivers this one, out of which 1 percent do not satisfy the specific quality.



(Refer Slide Time: 42:11)

Example problems...contd

Soin

B) Once It s know hat the unt 15 substandard, the
prodability of unit being supplied Dy a3 particulas
cormpany is not same as that when the information of
substandared unit was not known. Thus. Bayet theorem

Is used to calculate the probabiity

So, now we have to update that information, that is the probability of B on condition that one
substandard unit has come. So, this is equals to probability of E on condition that probability of
E on condition, it is supplied by B multiplied by the probability of B, this one; which is now this
A is again expressed in terms of this total probability which is expressed in this form -
Probability of E and condition A multiplied by a probability A, similarly from probability B,

similarly from, from company C .

Now, if we just put this forms, then it comes that probability B is 400 /1500. Similarly, the total
probability as we have seen in this last slide that this quantity comes to 0.0213and this is 0.0027,
a ratio gives that 0.215.

So, so, the first one, we have solved from this Total probability; and second one, we have solved

from this Bayes’ rule.
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Example problems

(ROMegodn and Rossa, 2008) Deslan of foundation for tll
structure nesds 10 know the deptt f soll above bedrock

Oenotesd a5 . o Megories of h are denoted as B) n

We will take another interesting problem which is taken from Kottegoda and Rosso, 2008, from
that book. Or, this is a basically a geotechnical problem, or the design of, the design of
foundation for the tall structure, needs to know the depth of the soil above the bedrock which is

denoted as H

.Now, four categories, four categories of H denoted as B1; so, there are four different categories
of this depth. The first one which is less than 5 meter and second one B2 is5 meter to 10 meter;
third one is 10 meter to 15 meter and B4 four is greater than 15meter. So, belief of the geologist
states that, the prior probabilities of these 4 events are as follows: the probability of B1, that is
the, that is the bedrock should be within the 5 meter depth, is equals to 60 percent; probability of
B2 is equals to 0.2; probability of B3 is equals to 0.15 and probability ofB4 is equals to 0.05.

Now, a seismic recorder is being used to measure this H. Now, obviously any instrument that we
will use; this type of, this type of measurement is generally not always perfect, this is also having
some certain percentage of error. So, this is coming from this earlier experiment, where both the

true depth, as well as the record both, are available to us. So, the performance, so, which is



denoted the performance of this instrument, the performance of the instrument is shown in that

table in the next slide which is here .
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Example problems

The readings are obtamed at a site 2ol found to be 7m for the |
. ampierl) and & m Ay the “ feadng avple r )
skaiate the probabisty of derer o oevenls (1. B2 o (v

Ihat the record obtained from Sucosssve readings

wt

So, this is the measured state which is Bl and these are the true state which is B So, if the
measured states generally say that, it is within the 5 meter, so, there is 90 percent chance that it is
actually in the first state; there is still 5 percent chance it is in the second state, 3 percent chance
it is in the third state and 2 percent chance - this one.

So similarly, in this way for all these cases, if it is measured to this, this particular fact and if the
true data is also available, then we can complete this particular table here. See this is
quite...There are two important thing that should be observed here; one is that, if the instrument
is perfect, then we can say that this one, if it is measured in the, in the, in the state one, then this

should be 100 percent probability and all other probability should be 0.

If it is true, this is also the true state will be true, so, this should be a perfect one, that is, 100
percent probability and other should be 0. But, as this instrument is, is not perfect, that is why we

are getting this distribution of these probabilities from the earlier experiments; and obviously,



this diagonal, diagonal is heavy diagonal, that means, most of the time it generally measures the
true fact.

Another thing, that is, if it is measured in state one or a particular state, and there are the
probabilities, the, where this state will be; so, it should be exhausted. So, the state one whatever
the probability is, if we just add up the probabilities in a row-wise, row-wise fashion or in a

column-wise fashion, this should be equal to 1.

So, this is denoting that this is collectively exhaustive. Now, the readings are obtained at a site,
so, now, the same instrument, once we know the performance of this instrument, the same
instrument is being used to know the depth of the bedrock at a particular site. Now, the readings
are obtained at a site and found to be 7 meter for the first, first reading which is denoted as
sample 1 and 8 meter for the second reading.

Now, we will have to calculate the probability of the different event, that is B1, B2, B3 given
that the record obtained from the successive readings. So, if the no reading is taken, then the
probabilities are listed here. So, probability of being it in the B1 state, that is, below 5 meter is

6.6, 60 percent, 20 percent, 15 percent,5 percent.
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Example problems

The readdngs are obtamed at & site aadd found to be 7m for the |
reading MmO rL) 2 E M o the readng (shrgier )
akuiste the probabiity of 3ferent verits (A1 A o (pwr

It the record obtained fTom sacoessree readmas




Now, | got one sample which is7 meter depth from this instrument which is obviously not
perfect, erroneous instrument. So, after getting that samplel from that instrument, what are the,
this probability.
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Example problems

(Kottegoda and Rossa, 2008) Design of foundation o tall
stiucture needs 10 know the depth of <oll above bedioch,
denoted as b Four categories of h are denoted s B (h
sSm) . B:{(Sm<hz10m), B3 {(10m«< hs1Sm);
B4 (h 15 m) Bebef of the geologist states that the
prioe probatelities for These four events are as follows
PiB1)~06, MB2)-02 P(B3)~0.15 and PB4) -0 08

A seltumic recorder s beleg used 10 measire e The
petformance of the nstrument s shown in following table
(mext shide)

LT

How these probabilities are being updated
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Example problems

The readings are obtained ot & site andd found to be 7m Sor the |
readng (sampier i) and B m foxr the | readng (saerpler)
shuiate the probabiity of dferent events (B1. B2 & peer

that the record obtained from sacosssive roadings
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So, to know this fact, once we know this, after this sample one, then another sample has been
taken which is sample2. So, these probabilities will be updated after samplel.Again it will be,
again updated after taking this sample2. How these probabilities are changing? We have these

successive probabilities; that, we will see now in this problem’s.
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Example problems...contd.

2oin
The sampler 1 was found to be 7 m. which corresponds
te B2. The posterior probabfitied of actual MMate are
obtained from Bayes theorem as follows

"

The sample#1 was found to be 7 meter which corresponds to the B2. Now, the posterior
probabilities of the actual states are obtained from Bayes’ theorem, that is, what is the probability
of a particular state B k? Now, here B k means that B1, B2, B3, and B4 on condition that
sample#1 is in B2. So, this is from this, derived from the Bayes’ rule, we can, we can state that,
this is the probability of sample#1 belonging to B2 on condition BK multiplied by B k; and the,
and the total probability is the probability of sample#lbelongings to B2 on condition Bk
probability of Bk. Now, this total probability is calculated from this, this one, that is from, if |
just take that, that sample is two, what is on condition that it is in actually in one and multiplied
the probability one, which is 0.07multiplied by 0.6.
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Example problems

The e »Igs e otained at a site an? Toursd o be mtw the |
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hat the record obtained from sacosssave readings
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Now, if you see this slide that, this is your 0.07; it is in measure state two. So, this is in 0.07.
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Example problems

! (Nomtegoda and Rosso, 2008) Design of foundation for tall
structure needs 10 know the depth of soll above bedrock,
denoted as b Four ctegonies of h are denoted as B (b
SSm B2 {(Smachz 10m); B3 {10m< hz 1Sm);
BS: (b > 15 m) Bebef of the geclogist states that the
prioe probabilities for Theses four events e s follows .
PiB1)~0.6, WB2)+0.2, P(BI)~0 15 and P(B4)-0.05
A et recordes s being used to measure b The
performance of the instrument i shown in following table
(vext slioe)
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And the probability of the prior knowledge of B1 is 0.6.
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Example problems

The readings are otained at a site and Tound to be 7m for the |
RSy (sampierl) and 58 m &y the 2 19 (samrpier)
shouiate the probabifty of AFevent events (81, B2 o greveo

hat the record obtained from sacoessive readings
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Example problems...contd.

Soin
The samples 1 was found to be 7 m, which corresponds
to B2, The posterior probabliities of actual state are

obtained from Bayes theorem as follows

A

And, that is why this 0.07 and 0.6 are multiplied. Similarly, taking the other probabilities from
that table and that probability 0.2, in this way, if you just add up, we get the total probability is

0.236. Now putting this one, so, we will get the updated probabilities for difference state.
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Example problems...contd.

Thus
«

1 11

l/

It can be noticed that probabity of actuad state 1o be B2 15 ixreased
T0 0.746 from 0.20 due to the avallabiiity of sampie 2. Mowever, still
ADOUR 25% chance 15 there That | may not De B2 Thas anothes
sample &5 collected, whikh s 8 m

_L”l. .

Which is as follows, so probability that it is the state one is equals to 0.07 multiplied by 0.6 is
divided by the total probability 0.236.
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Example problems...contd.

Soin.

The samples 1 was found to be 7 m, which corresponds
to B2. The posterior probabliities of actual state are
obtained from Bayes theorem as follows

Now this 0.07 comes from that table.
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Example problems

The readings are obtaned ot a site and foursd to be 7m for the |
readng (sampler ) and 8 m for the 2 reading (sampier )
Cakulate the probability of dfferent events (B1, B2, otc, ) given
that the record obtained from successive readings

/')
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I had just now | showed from here.
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Example problems...contd.

Soin..

The samples 1 was found to be 7 m, which corresponds
to B2. The posterior probabliities of actual state are
obtained from Bayes theorem as follows

MNow
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Example problems...contd.

Thus

<

It can be noticed that probabity of actus state 1o be B2 15 ixreased
To 0.746 from 0.20 due to the avallabiity of samgpie 2. MHowever, still
Ao 25 hoance 5 there That £ may not be B2 Thas another
_sampie 15 collected, whikh s 8 m

And this 0.6 comes from this prior knowledge. So this is now after the sample 1 the prior
information was 0.6 it is updated to 0.178. So this, the probability of the depth of this data in one
is now is now reduced from 0.6 to 0.175. Similarly the state which is in the B2 is in the 0.2

which is going to be increased from this 20 % to 74.6 % similarly all are probabilities.

Now after taking the sample 1, these probabilities are modified and this probability of being it in
the second stage has increase to the almost 75 %. But still it is not, still there is 25 % chance that
this depth of this bedrock may not be in these state 2. So the another observation is collected
where it is again saying that it is the depth is 8 meter that is it is again in that state two there is a

second stage. So after getting the second information again this probabilities are being updated.
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Example problems...contd.

Mawwa

A

So this is now what is the probability of Bx? One condition the sample 1 and 2 both are in B2, So
this can be expressed in terms of this base theorem, and here the total probability when we are
calculating we are using that the performance of the, this is from that table performance of the
instrument and this is from the updated information after getting sample 1. So if we add up this
thing it comes to be 0.675.
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Example problems...contd.

Thus
s
S
o
h Y
It can bDe noticed that probabity of actusd state 1o be B2 15 ixreased
T0 0.746 from 0. 20 due to the avallability of samgpie 2. Mowever, still
Aboa 2S5 hance 15 there tThat | may not De B2 Thas another

sompie &5 collected, whikh s 8 m

Now using that 0.675 we are getting different probability for the difference state. So from 175 it
is further reduced to that 1 %, 1.8 % and the probability of that it is instead 2 it is increase to the
97 % and similarity for the other states. So thus it is noticed that after obtaining sample 2 the
chance of true state being B2 is very high which is 97.2 %. Thus with the help of the base

theorem the probability of unknown are improved with the availability of the more information.
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Concluding Remarks

] Concept of probability of events is discussed
through different theorems and problems

(3 The theorems of Conditional Probabiity define the
probability of one event based on occurrence of
other event(s)

O Concept of total probability theorem and Bayes
Theorem Is useful for revising or updating with the
avalability of more information

O The concept of Random Variables will be discussed
in the naxt lecture

So in this class the concept of probability events is discussed through different theorems and
problems. The theorem of conditional probability is defined, the probability of one event based
on the occurrence of the other events, concept of total probability theorem and base theorem is
useful for revising or updating with the availability of more information which is seen in the last
example. And concept of in the next class, we will cover the concept of random variable and this

we will see in the next class, thank you.

Probability Methods in Civil Engineering

End of Lecture 05

Next: “Concept and Defination of Random
Variables” In Lec 06
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