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Lecture - 37
Multi-objective GA using Matlab

Hello student. Welcome back to the course on Optimization Methods for Civil Engineering.
In this particular class I will solve few problems related to Multi-objective optimization
problem using MATLAB. Already we have solved multi-objective optimization problem

using R software. I hope you could solve some of the problems using R.

So, today in today’s class, so, I will solve few problems using genetic algorithm multi

objective genetic algorithm using MATLAB platform.
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X = gamultiobj fun,nvars@@)

X = gamultiobj(fun,nvars,A, b
fun,nvars,A,b,Aeq, beq@@)

X = gamultiobj

X = gamultiobj(fun,nvars,A,b,Aeq,beg,lb,ub, nonlcon

X = gamultiobj(fun,nvars,A,b,Aeq,beg,lb,ub,options) %

X = gamultiobj(fun,nvars,A,b,Aeq,beq, Ib,ub,nonlicon, ns%

X = gamultiobj(fun,nvars,A,b,Aeq,beq, Ib,ub,nonlcon( ntcob)

X = gamultiobj(fun,nvars,A,b,Aeq,beg,Ib,ub,nonlcon, intcon,options)
= gamultiobj(problem)

[x{fval] = gamultiobj(_)

[xfval exitflag,output] = gamultiobj(__)

[x,fval,exitflag,output,population,scores] = gamultiobj(_)



So, let us see the function that I will use for solving a multi objective optimization problem
with constrain or without constrain that function is that function is ga multi objective ok. So,
this is the function gamultiobj. So, this is the function and these are the arguments. Suppose I
have to put function here and number of variables. So, this is this arguments are similar to the

ga arguments or similar to the fmincon function I have used.

So, here in this particular function. So, I can handle a multi-objective optimization problem
with linear constrain, non-linear constrain, linear equality constrain, linear non-equality
constrain and non-linear equality and non-linear inequality constrain along with integer
variable. So, if you have any integer variable that also you can define in this particular

function.

So, if you have any problem with integer variables, so, then also you can use this particular
function. So, arguments are similar to that you have used in ga or fmincon. So, in function so,
here you have to define the objective function here suppose if you have two objective

function then you have to define f 1 and f 2, if you have 3 then I will define f 3.

Then I have to define the number of variables then if you have inequality linear constrain then
you define A and b and if you have equality linear constrain then also you can define then you
can also define lower bound and upper bound; already we have discussed that part. So, you
know how to define lower bound and upper bounds. And if you have non-linear inequality

constrains; so, this is non-linear inequality constrain.

So, that also you can define. And if you have option; so, you can change the population size
you can change the generation you can change the crossover probability, mutation probability
and you can also define what type of function you are using for crossover for mutation then

for selection. So, that also you can define here in the option under option.

Then if you have any integer your then also you can define here. So, what I am getting from
this particular function? So, I will get the optimal value of x; that means, the x star I will get. I

can also get the function value then exitflag that I will get; I will get the other output then



population, scores. So, that also I can get from this particular function ok. So, that as an

output I can get when you are using this multi objective ga function.

So, I hope this is not difficult because already you have learned how to solve a multivariable
problem or a single variable problem with a single objective function; that means, single
objective function problem you can solve it. So, using ga function and arguments are same.
So, the function type is same. Only the name of the function is different. So, there I have used
ga function and here it is multi objective ga or this is basically ga multi objective ok.

gamultiobj the function name is different ok. So, arguments are same.
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Now let us see; so, I will solve three problems here. So, let us see the first problem. The first
problem we have three objective function. So, we have f 1, we have f 2 and we have f 3 and

the functions are minimization types. So, functions are minimization type and we have three



objective function. So, how many variable we have? We have two variables; that is x and y

ok.

So, 1 is a function of x and y, f 2 is also a function of x and y and f 3 also a function of x
and y. So, this is the function and if I solve this particular problem, so, I should get this Pareto
optimal front. So, I should get this Pareto optimal front and let us see whether I will get the

same Pareto optimal front here. So, I should get the same Pareto optimal front.
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Now, this is the MATLAB code. So, here what you have to do? You have to write the
objective function. So, here we have three objective function that is f 1, 2 and f 3 and after
that so, this is the vector. So, objective is a vector so, that is with the where we have f 1, f 2

and f 3. So, this we have to written from this particular function. So, these three variables are



to clear the environment then you define lower bound and upper bound and here objective

function is your fun.

So, this is the name of the function. So, this is the name of the function and now this is the
multi objective ga function. So, ga multi objective and here I have defined objective a number
of variables 2 and then we do not have A b A equality then b equality. So, we do not have.
So, I am putting null null null. So, empty vector and then I have defined lower bound and

upper bound.

So, if you are solving; so, you should get the solution of this problem and then I am plotting
this particular objective function that is so that is whatever your solution will be at rest. So, x
star will be at basically store at result. So, res here then fval. So, this is basically will contain
the £ 1 ok, f 2 and f 3 ok. So, here so, I am plotting that the objective function 1, objective

function 2 and objective function 3 as a scatter plot then I should get this particular plot.

So, here I did not define any parameter. So, I have used the default parameters. Number of
population default population I have used all the parameters I have used default parameters.
So, therefore, the population size is less here and 1 am getting few points on the Pareto
optimal front. Now, if I would like to increase the population size, so, what I can do? I can go

to option and I can define the population size ok.
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cle
clear variables
close all
b =[-3,3];
ub=[3,3];
objfun = @fun;
%opﬁons = optimoptions("gamuItiobj“,'PIothn","gaplotpareto",...}

"MutationFen" {muta ?}ssian‘},"MaxGenerations"_,Gﬂ):./
"PopulationSize
[res, fval]=gamultiobi(objfun 2,1, [1,[1,{],Io,ub v/
scatter3(fval(:, 1),fval(:,2),fval(:,3))
% Define an Objective function
function objf = fun(x)
1=0.5%(x(1)A2+x(2)2)+sin(x(1)A2+x(2)*2);
12=((3*x(1)-2"x(2)+4)A2)/8+((x(1)-x(2)+1)"2)I27+15;
13=(1/(x(1)"2+x(2)"2+1))-1.1*exp(-(x(1)"2+x(2)*2));
objf=[f1,f2,f3];

end

So, here what I can do? I can put this option. So, here I am putting generation 600 and
population size 1000. So, I am putting 1000 population size so that I am getting a continuous
Pareto optimal front ok. So, I can increase the population size using this option. So, I have
increased here up to 1000 and I am using 600 generation, but if you want you can also change
that one. So, what changes you have to do on this particular line that is the multi objective

genetic algorithm function.

So, I have to put this option here ok. So, option and then these options will be taken. Now, if |
execute this particular m file. So, I will get the continuous Pareto optimal front ok. So, we
will see this one. So, when I will use the MATLAB online MATLAB. So, there actually I will

try to run this particular function and to get the Pareto optimal front.
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So, this is basically. So, this you should get ok so, if you are executing that particular m file.
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So, the next problem is a multi objective optimization problem with constrain. So, we have
two constrains here; this is the first constrain and this is the second constrain. Here the
objective functions are minimization types so, this is fine. So, if your problem is a
maximization type problem then you have to convert it to minimization type problem; that

means what you have to do?

You have to minimum you have to convert it to minimization type problem which is equal to
minus of your f x ok. So, suppose I have maximization of f x; so, that I can do minimization
of minus of f x ok. So, I have to do that, but in this case this is a objective functions are

minimization type.



Now look at the constrain so, constrain function should be that g 1 should be less than equal
to 0 and g 2 should be less than equal to 0, but here this is greater than equality type. So, what
[ will do basically? So, I will convert this one that is g 1 x, y ok.

So, this is equal to minus y minus 9 x. So, this is less than equal to minus 6, similarly that g 2
X, y. So, what [ will do? I will convert I will multiply it by minus 1 then I will get y minus 9 x
less than equal to minus 1. So, now, this is your less than equality type constrain. So, I can
define what is the value of A and what is the value of b. So, in this case A will be; A will be

this is minus 9 minus 1 and this is minus 9 plus 1 and b will be your minus 6 minus 1 ok.

So, this is your A and b. So, I can put this A and b in the ga multi objective function. So, that
I will use so, this is the problem with constrains. So, we have two constrain and this
constrains are linear inequality constrains ok, so, linear inequality constrain. So, I have to put

what is the value of A and I have to put what is the value of b.
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do /<>

clear variables
close all

'y
b=[0.10; (N &0
ub=[15]
objfun = @fun/ I/\/ /
% nonlinear copstraints V\

nonlcon =[] Y

% Linear Constraipt

A=[9,1:91] \0
b=[§:1];

erling /

beq=[; /

% gamultiobj J/ V// ‘/
[res,fvall=gamultiobj(objfun,2, ,,A,Ib,ub,nu con);/
scatter(fval(;, 1),fval(:.2));

% Define an Qbjective function

function objf = fun(x)
f=x(1)./

RNy, /
obj
end

So, let us see the m file; here I am defining what is lower bound and upper bound. So, lower
bound is 0.1 and 0 upper bound is 1 and 5 then objective function. So, this is the objective
function. So, objective function f 1 equal to x 1 2 equal to 1 plus x 2 by x 1 and we have two

objective function.

And so, we do not have any non-linear constrain. So, we have A and b so, that is equality type
linear constrain. So, here this is your A. So, A is minus 9 minus 1 then minus 9 plus 1 ok and
b is minus 6 and basically minus 1. So, this is your b. So, | have defined A and b and then this

is the ga multi objective.

So, this is objective function then number of variables are 2 then I have defined what is A
what is b. A equality b equality is not there. So, I am putting null and then lower bound upper

bound we have defined and we do not have any non-linear constrain ok. So, non-linear



constrain we do not have. So, you can put null here or I can also delete this portion that is not

required.

And then I am plotting the objective function 1 and objective function 2. So, I will get the
Pareto optimal front. So, this is the code then you should get this Pareto optimal front ok. So,

this you should get. So, this is the second problem.
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The third problem is a multi-objective problem with non-linear inequality constrains. So, we
have two non-linear inequality constrains. So, what we have to do? We have to write the
inequality constrain function also non-linear inequality constrain function also. So, we have to
write a function where we have defined this non-linear inequality constrain. So, we do not

have any equality constrain. So, we will just pass the null vector.
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cle

Cleer variadles
close all
Ib=[00;
w=[1 1]
objfun = @fun;
% norlinear cmslre\iy
nonicon = @nlcon;
Sgear G

Q

Aeq=beq=];
s o v /D
[res, fvall=gamultiobj(cbjfun,2,A,b Aeq beq Ib,ubonicon)

scatter(fval(: 1) fval(- 2))

% Define an Objectve function
function objf = fun(x)

H=x(1); N4

12 =(14x2))exp((x(1)(1 + X2))):
objf=[f1, 2}

end

enstia [c.ceq] = nlcon(x)
% equality non-linear constraint is EMPTY
H=x(1);
)| 2=1eq@yexp(Eaii « x2): Vi
 €l1)=-1°(f2/(0.858"exp(-0.541 * f1)))+1;
7 C(2) =1 (121(0.728exp(0.205 1) #1;
end

So, here we have to define two function, this is the first function, this is the first function this
is function 1 and this is function 2. Function 1 is the objective function like that as we have
non-linear inequality constrain. So, therefore, I am also defining this is c and ¢ 1 and ¢ 2. So,
we have 2 constrains ¢ 1 and ¢ 2 and we do not have any equality type constrain. So, I am just

returning an empty vector.

And so, this is the function I have defined and this is the objective function I have defined and
then now I am using objective function then constrain then we do not have any linear
constrain. So, this is we are putting empty and then I am defining this objective function
number of variable is 2 then A, b, Aeq, beq is not there then lower bound upper bound I have

defined and then I have also defined non-linear constrain ok.



So, we have non-linear inequality type constrain. Now, if I run this particular function so, I
should get this Pareto optimal front ok. So, I can increase the population size by using option.
So, then I will get a continuous line or otherwise you will get this particular your Pareto
optimal front ok. Then let us go to MATLAB and just see whether I am getting the similar
solution or not. So, let us run this particular m file in MATLAB. Let us solve the first

problem. So, this is the m file.
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So, I would just copy this one and I will go to; I will go to MATLAB. And here you just see
so0, these are just to clean the environment and then I have defined lower bound that is minus
3 and minus 3, upper bound this is 3 and 3, the objective function is your fun ok. So, this is
the objective function name ok. And then I have used this particular function to solve this

problem.



So, before that I have to write this objective function. So, here this is the first objective
function f 1, this is your f 2 and this is your f 3 and then you have to put in this particular
objective function vector. So, here we have f 1, f 2 and f 3 ok. Now, | have defined this
objective function. Now, if I execute this particular file, so, I should get the solution of this

problem. So, let me run this one ok.

So, I am getting that one, but what is happening? The population size is less. So, therefore, I
am not getting; I am not getting a continuous Pareto optimal front. So, what I can do? I can
increase the population size ok. So, how I will do that? I will put the option. So, here is the

option. So, I can put it. So, this is the option.
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So, I am defining here the option. So, this is the option and here I have to define options ok.

So, now, what I am doing here? So, I am using maximum generation equal to 600 and



population size is 1000. I can also use some different population size let me see that 1 then I
am using plot function. So, this is gaplotpareto. So, it will plot the Pareto optimal front in

every iteration.

And mutation function I have used Gaussian mutation. So, this is your real coded ga and I
have used Gaussian mutation function. So, you can also define what type of crossover
function you want to use. So, you can define in this option line. So, you can define and also
you can define the probability of crossover probability of mutation then what type of function
you would like to use for selection. So, that also you can define. Otherwise the default

function will be used.
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So, let me execute this particular m file. Now, you just see that I am getting this Pareto

optimal front ok and this is the final Pareto optimal front ok.
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So, this is similar to what actually I have shown you earlier. So, now, our population size is
more. So, therefore, you are getting a continuous Pareto optimal you are getting a continuous

Pareto optimal front. So, let me check if I want to suppose the population size 500. So, 500

then what will happen? Yeah.
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So, I am getting so, now, you just see you are getting, but there are some gap, but if you want
to increase or if you want to see the continuous line. So, in that case you have to increase the
number of population. Or suppose I would like to change only the population size and

number of iteration then you can delete this part.
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So, suppose I do not like to see the plot in every generation. So, what I am doing? I am just
defining maximum generation that is 600 and population size 500. So, let me then this plot
will not be shown. So, only you will get the scatter plot at the end yeah. So, you are getting

this scatter plot.

So, it is not showing the plot after every iteration ok. So, it is not showing that one. So, you
are getting the final Pareto optimal front. So, using option so, I can change the parameters of
the genetic algorithm. Now, let me go to the next problem. So, let us see the second problem.
So, this is the second problem so, it has 2 linear constrains. So, I will show you how you can

define this linear constrain. So, here this is the code ok.
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This is the objective function and then I have defined lower bound, I have defined upper
bound and then I do not have any non-linear constrains. So, me I can delete this part. So, this
is not required actually. So, as I do not have this one. So, I can also remove this part. So, |

have 2 inequality type linear constrains.

So, I have defined A. So, A is minus 9 minus 1 then minus 9 plus 1 and the right hand side b
is minus 6 and 1 A equality b equality is not there. So, I can also define here. So, I do not
have A equality and b equality. So, lower bound upper bound I have defined and so, I can
remove this part in order to reduce the number of lines. So, I have defined what is A and what
is b. So, that I have defined and then objective function is your this one. So, I can also directly

define this objective function here.



So, I can yeah so, I can define here. So, I have defined the objective function that is your fun
ok then number of variables is 2 then I have defined A I have defined b and after that so, I am
plotting the Pareto optimal front using this particular line. And in the objective function I
have only two objective that f 1 equal to x 1 and f 2 equal to 1 plus x 2 by x 1 and this is f 1
plus ' 1 and this is f 1 and f 2. So, this is the objective function. So, let me run this particular

file yeah.
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x(1);

So, you are getting this Pareto optimal front. So, if you increase your population. So, you will
get a continuous line. I hope this is clear. So, if you have linear constrain. So, you can define
that A b A equality b equality. So, in this particular problem we have only two inequality type

linear constrains. So, that I have defined what is A, what is b basically.



So, and other things are similar to what I have solved earlier. Now, let us go to the next
problem the this problem we have. So, this problem we have two non-linear inequality type
constrain. So, therefore, I have to write the constrain function. So, let me go to the m code.

So, this is the m code ok so, MATLAB code dot m file.
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So, this is the MATLAB code. So, here first I have to define the objective function. So,
objective functions are defined here. So, this is the objective function. So, here this is the f 1;
f1 equal tox 1 and f2 equal to 1 plus x 2 into e X p. So, minus x 1 divided by 1 plus x 2 and
we have two objective. So, we are returning this value of f 1 and f 2 and you also need to

define the non-linear constrain here.

So, we do not have any equality type constrain. So, therefore, we are returning an empty
vector and here we are defining f 1 and f 2 and after that we are defining c 1 and ¢ 2. So, you
please remember that original inequality type constrain was greater than equality type
constrain and, but here we have converted that greater and equality type constrain to less than

equality constrain by multiplying minus 1.



So, you can see that one. So, this is the minus 1 I have multiplied ok. So, now, these two
constrains are inequality type constrain. So, I have defined so, now, I am returning ¢ and c
equality type. So, c equality is null and then you define lower bound you define upper bound

then this is the objective function.

So, I can directly write the function here ok. So, you can directly write the function I would
like to reduce the number of line ok. And non-linear constrain. So, I can also define the

non-linear constrain here. This is the non-linear constrain ok. So, I am defining here.

So, I can remove these two lines and we do not have any linear constrain. So, therefore, I will
define it here. So, this is null, this is empty, this is also empty this is also empty ok. So, this is
not required. This is the objective function and number of variable is 2 then this is not there
then lower bound and upper bound I have defined and then the non-linear constrain and after

that [ am just plotting the Pareto optimal front.
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So, let me run this particular m file. So, I am getting this Pareto optimal front.
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So, what also you can do that this lower bound I can define here also ok. So, I can define
lower bound this is 0 and 0 and upper bound also I can define here this is 1 and 1 ok. So, I can
define here. So, I can remove this two lines you just see this is quite simple. So, here itself

you can define everything.
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Now, let me see let me execute this particular line. So, yeah so, this is working you just see.
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Now let me use the option; so, what I can do? I have suppose I would like to copy this option
I would like to increase the population size. So, option I will define here and here I will write

option here you are I will write option ok. So, now, let me run this one yeah.



(Refer Slide Time: 30:34)

So, I am getting this plot at different generation ok.
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So, you are getting this particular plot.
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Now let me see I will just I would to like to increase this one ok.
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So, I am getting this Pareto optimal front and population size I have used 1000.
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But I can also use suppose what will happen 200 and generation is 600 you keep. So, let me

see yeah.
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So, I am getting this. So, I am not getting continuous one.
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So, but if you are increasing population size suppose 500 I am using. So, in that case you are

getting a continuous line.
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So, you are getting a continuous line. So, you can change the population size, you can change
the iteration and you can also change the parameters using the option. So, now, let me solve

another simple problem without this thing. So, I would like to write the code here itself. So,

let me open this part another m file.
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But before that the problem here is that. So, I would like to solve a problem. So, this is the
minimization type problem and we have 2 objective function that f 1 equal to x square. So,

this 1s f 1 equal to x square f 1 equal to x square and f 2 equal to x minus 2 whole square.

So, this is a very simple problem and the objective function are minimization types. So,
minimize f 1 which is equal to x square and f 2 equal to x minus 2 whole square. So, number
of variable here nvar is equal to 1 and we do not have any constrain ok. So, there is no

constrain. So, this is a very simple problem. So, let us solve this particular problem.
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So, what I will do? I will just copy this one and then I will write ok.
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First what I have to do? I have to define this is not required ok. So, I have to define f 1 and f
2. So, here I have to define that f 1 equal to x basically ok and f 2 equal to x minus 2 whole
square. So, this is quite this is very simple. So, we have two objective functions that is f 1 and

f2. So, we do not have third one.

So, this is my objective function code. So, you can give any name here. So, I am giving the
name of the this particular function is fun f u n ok. So, I have defined what is first objective, I
have defined second objective and then I am returning this value f 1 and f 2. So, here now
what I will do? I will use this particular function that is A multi objective. So, here the

objective function is this is at the rate f u n ok.

And number of variables is 2 and I do not have anything. So, let me delete this part and just

see whether I can solve this particular problem ok. So, then these are just to clean the



environment ok. Now, I hope I have defined and this is I have only objective function and
number of variable is 1 here ok and then I am just plotting. So, we have two objective

function that is first one and second one. So, let me delete this one and run this.

(Refer Slide Time: 35:10)

So, I have to give a name. So, this is problem 4.
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So, here now I have defined the objective function. So, objective function is fun. So, we have
only one variable and then A equality A b A equality b equality is not there and then I have
defined lower bound and upper bound here. And then I am just plotting this one. So, variable
1 T am just plotting and this is objective function 1 and objective function 2. So, let me
execute this particular MATLAB code. So, I should get the Pareto optimal front. So, I am

getting the Pareto optimal front here ok.
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So, I am getting the Pareto optimal front. So, this is all about today’s class. So, in today’s
class we have solved few multi objective optimization problem using MATLAB. So, we have
used ga multi objective function for solving the multi objective optimization problem without
constrain with linear constrain and with non-linear constrain both equality type and inequality

type.

Thank you.



