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Lecture - 35
Introduction to Optimization using MATLAB

Hello student, welcome back to the course on Optimization Methods for Civil Engineering.
So, in the last class we have solved some optimization problems. So, mainly single variable
optimization problem and multivariable optimization problem with constrain or without

constrain using classical optimization methods in MATLAB.

So, in today’s class we will solve the same problem whatever we have solved already using
classical optimization methods. So, those problem we will solve using GA and particles from
optimization. So, these two are two metaheuristic optimization methods. So, we will use
initially particle swarm optimization PSO for solving those problems and then we will apply

GA genetic algorithm for solving those problem in MATLAB.
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Single variable equation S;\u. @ fun,nvars,lh,lib,options) )

; J options = optimoptions('particleswarm', SwarmSize',100);

54
f(1)=f+7
0<x<11

de
clear variables
closeall

% Define an objective function
objfun=@(x) x(1)'2+54(1);

% Define upper bound and lower bound
b=0; /

w=11;,/

%Qptions, v
options 4oéhmopﬂon§('pam:leswarm',‘SwarmSue'.ZOj,

% PSO funclion
[x.fval] = particleswarm(objfi n@lb.ub. optons)
Lo i} e

<

Let us see the first problem. So, it is a single variable problem and without constrain. So,
there is no constrain here only we have that objective function and the problem is
minimization type. The function here is f of x equal to x square plus 54 by x. So, I would like
to solve this problem using PSO Particle Swarm Optimization. So, in MATLAB so, there is a
function particle swarm so this function can be used for solving an optimization problem

using particle swarm optimization method.

So, here this is the function and these are the argument of this particular function. So, what
you have to do we have to define the objective function we have to define the number of
variables and then we have to define lower bound and we have to define upper bound and
there are some option we can define. So, these are the arguments, which is coming into this

particular function.



And from this particular function, so we will get the optimal value of this problem or we will
get the optimal solution. And we will also get the optimal function value ok. So, here I have

shown you the MATLAB code for solving this problem using particle swarm.

So, here these are the 3 lines so which will clear the environment and then I have define the
objective function just like we have defined in case of classical optimization technique. And
then you define what is lower bound what is upper bound. So, in this case lower bound is 0
upper bound is 11. And then I have defined the options here, so you can option you can define

this optimoptions.

So, this is the function to define option. And here this is particle swarm and this is the
actually function I am using particle swarm and SwarmSize is 20 that means the population
here is 20, I have defined here so you can change it. So, you can also define the other
parameters of this particular algorithms here. And after that I have use this one so, I have
already defined objective function. And number of variable here is your this is nvars ok. So,

number of variables.

So, that is one. And we have already defined lower bound, we have already defined upper
bound and we have defined options. And then if I execute this particular m file then I will get
the solution of this particular problem ok optimal solution of this particular problem. And
here you can see so this is the MATLAB code and if I execute this one using the run button so

then I will get the optimal solution of this problem.

So, I will show you in MATLAB, how you can, how you can means run this particular code.
So, that I will show you. Before that let me explain the other problem that I will be solving in

today’s class.
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de

dlear variables

doseall

% Define an objective function

objfun = @(x) 2'x"3-3X\2-12"kH4;

% Define lpwer bound and upper bound

b=0; \)

ub=8; \/

% Defingartidleswagn function and get the output
[x fvallparticleswarmYobjfun, 1,Ib,ub) \/

S—F /

The second problem is also a single variable optimization problem. So, we have only one
variable that is x and the function is twice X cube minus thrice x square minus 12 x plus 4 and
lower bound is 0 upper bound is 8. So, this is the optimization code. And here what you have
to define, you have to define the objective function lower bound upper bound and then I am
using particle swarm function to solve this problem using particle swarm optimization. So,

this is the MATLAB code of this particular problem.
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de

clear variables

closeall

Y% Define an objective function
objfun=@(x] (x(1)'24x(2)- 11 2+(x(11+x(2)27)'2;
% Define upper bound and lower bound
Ib=[-3-3];

w3

[x,ival] = particleswarm{objfur/2 Jb,ub)

Y

Now, let us see a multivariable problem. So, we do not have any constrain here so we have
only the objective function. So, here we have two variables that is x and y. And the function
is x square plus y minus 11 whole square plus x plus y square minus 7 whole square. And the
range is between minus 3 and plus 3 ok. So, value of the x is between minus 3 and plus 3 ok

and y is also between minus 3 and plus 3 ok.

And this is the, this is the MATLAB code. So, here I am defining the objective function and I
am defining lower bound and upper bound so lower bound is minus 3 minus 3 upper bound is
3 3 and then you are using particle swarm and you are defining objective function. Now, my
variable is 2 ok, so variable is 2 and then you define lower bound upper bound and if you

solve it you will get the optimal value of this function.
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flry)=10+x - 5ry +9y% +y
-6<xy<6, — T

de

clear variables

close all

% Define an objective function

objfun=@(x) 10+x(1)"2-5*(1)*x(2)+9"x(2)2+x(2);
% Deﬁ;e upper bound and lower bound,

1b={-6°6];
we(6 !/ J
[x,fa]  particleswarm| bifun@\bgb)

)

Now, let us see the next function and this is also a two variable problem; that means, we have
x and y. And the function is 10 plus x square minus 5 x y plus 9 y square plus y, and range for
x and y is minus 6 and plus 6. And this is the MATLAB code here I have defined the
objective function and here the lower bound is minus 6 and minus 6 and upper bound is 6 6
and then you are using particle swarm ok. Objective function and here number of variable is

again 2 lower bound and upper bound we have defined and I can get the solution of this

particular problem.
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ek@/ o
XX = 5xXs = 0

Subjectto x{+x3 +x§+xi+xi—-10=0
%+r+1=0

Use the range j < 24,2y, X3, %4 X Si

Now, let us see a problem with constrain now. So, we have objective function and there are 3
equality type constrains so this is equality type constrain ok so type constrain ok. And the
range for x 1 x 2 x 3 x 4 and x 5 is between minus 5 and plus 5, ok. So, this is a complicated
problem so this problem we have solved using classical optimization method and here we

will solve this problem using particle swarm optimization.
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clear variables

close al

% variable bounds

Ib=-5.0 * ones(1,5);

ub=5.0* ones(15)

fitness._fun=@ ofun;

% optimize with particeswarm_cptim
[res,val] = pariicleswarm(fiiness_fun 5,b,ub)

ction f = ofun(x)
&L eXp((11"X(2)"X(3)'%(4)"X(5)-0.5*(x(1)'3+x(2p'3+1)'2;
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So, here what you have to do we have constrain now ok so, we have constrain. Now, in the
objective function I am using the penalty approach. So, what I am doing here. So, if the
solution is feasible then the fitness value if I say here fitness value will be the objective

function value.

If the solution is feasible, if the solution is feasible if the solution is feasible then f equal to
objective function value, else f equal to objective function plus I am using some penalty ok.
And that penalty I am putting it 10 to the power it is a very high number I am putting 10 to

the power 185 ok so this number I am putting.

And so, because I would like to avoid this solution the infeasible solution. So, how I am

doing that? That you have written the objective function. So, this is objective function. Then



calculate the value of first constrain, second constrain, third constrain. So, this is I have

written 3 lines so, the first one is first constrain, then second constrain, the third constrain.

Now I have used the, if else statement here and if. So, the constrain should be equal to 0
because C1 01 should be equal to 0 C02 equal to 0 and C03 equal to 0. So, I have used if else
statement so, if CO1 equal to 0 and I have used n; that means, C02 equal to 0 and CO03 equal
to 0 ok.

So, in that case else f equal to objective function plus 10 to the power 185; that means, it is a
very huge number I am putting. So, let us see whether I will get the solution or not. And if
you are suppose sometime what may happen you may not get the solution. So, sometime it
may be difficult to satisfy this equality constrain so in that case what I will do that CO1 the

absolute value of this one minus epsilon can be less than equal to 0.

So, I can convert this equality constrain to an inequality constrain. So, therefore, if the
absolute value of CO1 is less than epsilon so in that case it is fine. So, similarly I can I can
convert the rr equation suppose, CO1 minus epsilon is less than equal to 0 then C02 minus
epsilon less than equal to 0 and C03 minus epsilon less than equal to 0. So, we can convert
this equality constrain to inequality constrain so here what I what we can do we can actually

allow some error ok.

So, we can allow some error and if the error is less than epsilon value so, in that case I can say
that constrain has been satisfied, but in this case I have put that C1 equal to 0 C2 equal to 0
and C3 equal to 0. So, if the solution is feasible and if the solution is not feasible so in that
case this will be equal to this will be equal to very large number. And this is the MATLAB
code and once you are using this one. So, you should get the solution of this particular

problem.
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Minimize f(x) = (x} + 1, = 11+ (5§ +25, =72/

Subjectto (x; = 5) *+3 < 26,
Ty 41 <20 ,E
X%, 20/
Use the range ofO_S-;i,xz <5,
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So, let us see another problem with constrain. So, in that case we have inequality constrain
the earlier problem we have equality constrain, but here we have inequality constrain. So, let
us see this problem. So, here this is the objective function that x 1 square plus x 2 minus 11

whole square, then x 2 square plus x 1 minus 7 whole square.

So, here there are two constrains the first one is that x 1 minus 5 whole square plus x 2 square
less than equal to 26 and 4 x 1 plus x 2 less than equal to 20. And both x 1 and x 2 are

positive and the range is that x 1 and x 2 are between 0 and 5, ok. So, this is the solution.
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ce

clear variables

closeal n
% variable bounds /

Ib=-50.0* ones(1,2); /

ub=50.0* ones(1,2);

fitness_fun=@ ofun; / 2

% optimize, warm foptim Va

[res.fval] 7 particleswarmYfitness_fun 2,lb,ub)
[y

function 1= ofunfx) /

of = (1Y 2ry 1y 2272/
€01 = 26+ (X(1)-5Y 242y

€02 = -20+4'X %]+x(2);\/
if (01 <=0 =()
oty >

else O
f= of10°5;
enc /

end

v

And what I have done here? So, here also I have defined the objective function, this is the
objective function and then this is constrain 1 and this is constrain 2. So, now in this case that
this constrain should be less than equal to 0 and this is also less than equal to 0. If it is O; that
means, the solution is feasible then f equal to the objective function value, else f equal to

objective function value plus a large number.

So, I have calculated the fitness function using this function ok and after that I have used
particle swarm ok. And here this is the fitness function and then we have two variable and
lower bound and upper bound. And I have already defined what is lower bound and what is
upper bound and fitness function equal to objective function so that has been defined and if

you are executing this code so you will get the solution of this problem.
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Now, let us look at another problem with constrain. So, the problem is that e to the power x 1
into 4 x 1 square plus twice x 2 square plus 4 x 1 x 2 plus twice x 2 plus 1 so, this is the
objective function, this is the objective function. And we have two constrains so, this is the

first one and this is the second one. And then x 1 and x 2 are positive and it is between 0 and

5 ok.

So, unconstrained optimization solution is somewhere here ok. So, this is the contour plot of
this particular objective function. So, somewhere here and this is at and but the constrain

solution will be somewhere here ok.
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clear variables
close all

% variable bounds
Ib=0%ones(12);
un =5 *ones(1,2);
fitness_fur=@ ofun;
options = N7/
optimoptions('particleswarm''SwarmSize', 100/ HybridFen', @ff
mincon). e
% optmize with particeswarm_optim

[resfval] = particleswarm(itness._fun,2.lo,ub, optiors)
% constraintfunction ’]*\ RN

function f = cfun(x)
of = exp(x(1))"(@"x(1)"2+2'(2)"2+4"X(1)"¥(2)+2"x(2)+1)
o01=1.54x(1)x(2)-x(1)x(2),02 = -x(1)"(2}-10;
i1(c01<0 8 £02<=0)

El-l‘i/

el

(f=of+10%5;
en
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So, let us see the code here again I have written this fitness function or objective function
here, this is the objective function then these are two constrain that is cO1 and c02. And in

this case the cO1 and c02 both are less than equal to 0 less than equal to 0.

So, if it is satisfied; that means, the solution is feasible then f equal to of or otherwise it is a
large number in order to avoid that solution. And here I have defined the MATLAB code for
solving this problem. So, here I have used optimization and swarm size I have used 100 and I

have also use hybridization. So, that also I will discuss.

So, what will happen sometime what happen when you are using PSO algorithm or GA. So,

you may not get the exact optimal solution suppose, I would like to solve this problem so,



PSO and GA. So, this is the actual solution of this problem, but PSO is giving a near optimal

solution so somewhere here.

So, what you can do I can take whatever solution you are getting after PSO run. So, that
solution I can take as initial solution and I can refine using a classical method in order to get
the exact optimal solution of this problem and this method is known as hybrid optimization

method.

So, what we are doing initially we are using some metaheuristic optimization method and we
are getting suppose a near optimal solution and that near optimal solution we are taking as an
initial solution and then we apply the classical method. Because in the classical method we
are using the gradient information and we can find the exact optimal solution of the problem.

And this is known as hybridization.

So, here what you can do that if you are writing that hybrid function so; that means, this will
go for yeah hybrid method and here I have written that hybrid function is fmincon so fmincon
ok so this is a classical method. So, what you are doing so whatever solution you are getting
using PSO that solution will be used as a initial optimal solution, then fmincon will be used

to get the actual solution.

So, idea is that so you have you have used PSO ok, you got this particular solution or you can
say and after that taking this initial solution you are using fmincon ok and you are getting the
actual optimal solution ok. So, you are getting the actual optimal solution. So, in this case I
have used the hybrid method. So, otherwise if you are not writing this one then hybrid method
will not be used. So, you are only getting the solution obtained by the particle swarm

optimization.

And then you are using particle swarm optimization so you are writing fitness the number of
variable is 2, then lower bound then upper bound and then option ok. So, I will also show you
how you can solve this problem using hybrid method. So, now, let us try and let us solve this

problem using MATLAB ok. So, I will use the online version of MATLAB and let us see I



will solve the first problem to the last problem we have discuss using particle swarm

optimization.
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So, let us take the first problem. So, this is the function so here you can see I have defined the
objective function here and these three lines just to clean the environment. And then I have
defined the objective function and then lower bound and upper bound and then option I have
defined. So, swamp size I have defined 20. And then I have used this particular line to run the

particles swarm optimization.

So, here what you have to define, you have to define the objective function. And then number
of variable is 1 then lower bound, then upper bound and then option. So, if you are running
this this few lines. So, hardly you just see there are only 7 to 8 lines and then if you execute

this particular m file so, you will get the solution of this particular function. So, let us see.



So, I got the solution the solution is x equal to 3 and function value is 27. This problem also
we have solved using the classical optimization methods and you got the same solution that is
3 and 27, ok. Now, let us see the second one, the second one is this particular function and let

us solve this problem.
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So, here this is the objective function I have defined and then lower bound and then upper
bound and then I have used PSO. So, here objective function number of variable is one lower
bound and upper bound I have defined. So, if I execute this particular MATLAB code, then

let us see I will get the solution of this problem.

So, here the x star is 2 and function value is minus 16 ok. So, this is single variable

optimization function. So, I got the solution that x equal to 2 and function value is minus 16.



Now, let us see the third problem. So, this is a multivariable function. So let us see this

particular problem.
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So, let me copy this lines so, I will paste it here, here you just see I have defined the objective
function. So, now I have two variables that is x 1 and x 2 so, this x I have defined as a vector.
So, here this is x 1 square plus x 2 minus 11 whole square, then x 1 square plus x 2 square

minus 7 whole square.

And then lower bound is minus 3 minus 3 upper bound is plus 3 plus 3 and then I have used
this particular function particle swarm. So, let me execute this I am getting this is the solution
3 2 and optimal function value is almost 0. So, I got the solution of this particular problem.

So, if I change the range so, I can change it.
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Suppose, if I change it that minus 5 and minus 5 ok, then let us see what will happen. So, plus
5 and plus 5. So, if I run this particular function. So, I am getting a different solution, but this

is not an optimal solution objective function value is 193.12, but it should be 0.
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So, let me run this again, now I am getting a solution you just see this is one of the solution

and objective function value is almost 0.
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You can again try yeah, this time [ am not getting ok.
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This is not 0, this is not 0, this is not 0.
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So, I am not getting the solution. So, what I can do basically. So, I can put the option I can

just see so here I am defining the option.
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So, what I will do? I will increase this swarm size.
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Suppose I am using 50, so what will happen just see if I am using 50 so, I have to write option
here options ok. So, I am writing and I am using swarm size; that means, population size is

50.
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Now, I am getting a solution 3 2 you just see. So, by increasing population size so, if you are
not getting solution, then you increase the population size or you can also change the other
parameters. So, that I am not discussing here, but you can also change the other parameters,

but here I am changing the population size ok, I got the solution.
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So, let me try again yeah I am getting another solution and this is also a solution because this

value is 0 yeah.
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So, you just see you are getting solution. So, by increasing the population size so you are
getting one of the solutions. So, as you know for this particular problem. So, as you know for
this particular problem we have 4 optimal solution and they are alternate optimal solutions,

because objective function value is 0, but solution is different. So, we are getting one of that
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solution between minus 5 and plus 5.

Or otherwise what I can do? I can also use the hybrid function ok. So, there I can use. So, |

can also use the hybrid function. So, let me copy this part.
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So, just see what will happen. So, here I am using the hybrid function.
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So, let me try with 20 solution now, let us see whether I am getting a solution; yeah, I am

getting.
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So, you just see this is 3 2 and exact solution I am getting an objective function value

almost 0, so with 20 population.
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Let me try again yeah, I am getting yeah.
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Let me try again. So, I am getting a solution.
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So, you just see I am getting a solution.
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So, in case of hybrid method so what is happening that whatever solution you are getting
from PSO so that solution you are taking as an initial solution and then you are refining your
solution or you are trying to get a better solution using the classical optimization method ok.

So, this is your hybrid method we are using.

So, let me try another function so, let me try this particular function. So, maybe I can open a

different file ok.
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So, this is the problem I would like to solve using particle swarm optimization ok.
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So, I am getting a solution this is minus 0.4548 and minus 0.1819. So, I am not sure whether

this is the solution. So, let me try again, let me try again, let me try again yeah.
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So, I am getting. So, I can also use hybrid method.



(Refer Slide Time: 26:08)

Just see whether you are getting a better solution or not ok.
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So, what I will do I will put option here and I will write option options ok. So, I am writing
options here yeah. So, I think yeah this is the solution of this particular problem. And

objective function value is 9.9091 ok. So, I got the solution of this particular problem.

So, here what I have done? I have defined the objective function then lower bound upper
bound I have defined then this is the option I have defined. So, here swarm size I have used
20 and I have used hybrid function that is f min con I have used and then I have used particle

swarm optimization with this particular options.

So, I am getting the solution of this problem. So, let me try the next problem. So, next
problem is an optimization problem with constrain. So, we have 3 equality constrains so, let

me see. So, this is the MATLAB code let me copy this code and I will put it here ok.
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So, this is the code here. So, what I am doing so I am just writing this objective function so,
this name of the function is ofun so, this is the objective function. And first line is objective

function value and then this is constrain 1, constrain 2, constrain 3.

Now, what I have done? If constrain 1 equal to 0, constrain 2 equal to 0, and constrain 3 equal
to 0; that means, that is a feasible solution. So, therefore, the fitness value equal to objective
function value, else the fitness value is objective function value plus a large number. Because

the problem is a minimization type problem so therefore, I am using a large number.
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So, let me execute this. So, I am getting this particular solution let us go to the next problem.
So, next problem is again this is a multivariable problem with two inequality constrains. So,

let me copy this particular file.



(Refer Slide Time: 28:42)

n enied: relative change 11 the abjective value
st OPTIONS st iterations Lterations 1 less than OPTIONS. FunctiorTalerance,

MG TS LEK6 0788 0TS

03515

W

So, here so, I have defined the lower bound and I have also defined the upper bound and then
this particle swarm function is used and then this is the objective function I have calculated.
So, objective function and there are two constrain. Now, in this case the, constrains should be

less than equal to 0 ok.

So, c01 is less than equal to 0 and c02 is less than equal to 0. So, if there is no violation so in
that case the objective function value is equal to fitness value or otherwise there will be a

violation. So, that we have used and let me execute this particular m file yeah.
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So, I am getting a solution you just see this is, this is the solution and let me see

change this lower bound and upper bound.

so, I can
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So, between minus 5 and plus 5 yeah.
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I am getting 32. So, 32 is one of the solution so, I am getting that one and yeah. So, I am
getting another solution. So, this is I am getting the constrained optimal solution of the
problem. Now, let me go to the, another problem. So, this problem is there are again this is a

constrained optimization problem with two inequality constrain ok.
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So, this is the code and here you can see. So, here again I have defined the objective function
here. So, there are two constrain that is c1 cO1 and c02 and then we are calculating the value
of f. So, if there is no violation then this value is objective function value or otherwise we are
putting some big values ok so, in order to avoid that particular solution. So, let me execute

this one yeah.
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So, I am getting the solution of this particular problem. So, that is 0 and 1.500. So, in this
case I have used the hybrid function. So, what is happening that after PSO solution so that

solution has been used and to and then fmincon function is used and to get a better solution of

this particular problem.
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(70) ]
\

Description

band beq are vectoxs,/
A and Aeq are malrices,
_c(x).and ceq(x) are functions that return vectors
fl)isa function that returns a scalar

fx), c(x), and ceq(x) can be nonlinear functions
x, Ib, and ub can be passed as vectors or matrices
S A e e o s 2 A0S

Now, let us see how we can solve this problem using genetic algorithm ok. So, here the
genetic algorithm function is ga ok. So, I have to use this function and this is the syntax of
this particular function. So, here I can handle lot of things. So, this is the value of the
objective function ok. So, objective function then you are putting initial solution then A and b

so, this is the inequality constrain ok. So, this is the inequality linear constrain.

So, I can put just like fmincon; just like fmincon I can put linear inequality constrain and Aeq
and beq that is the linear equality constrains. So, this is linear inequality constrain and this is
equal equality constrain and I can also define the lower bound and upper bound lower bound

and upper bound and here I can define the constrain if there is any non-linear constrains. So, I

can define here and I can also give the option.

N4

7 7
[x fval] = ga O,Q,Qgﬁ@alﬁmi
I N

options = 7 ,17/9
Sp’tngls(‘ga',‘SelectionFcn',.'. =
(@Selectiontournament, size])
Selectiontormament, siz

options = optimoptions('ga’, SelectionFen',@myfun);

A
/)

function parents = myfun(expectation,
nParents, options)

v expectation is a column vector of the scaled
fitness of each member of the population.

v nParents— Number of parents to select.

v options — Genetic algorithm options.



Now, in option if you are not giving the default options will be taken otherwise you can
define your own option. So, one option may be so this is optimoption so, this keyword is
same. So, here earlier I have used particles swarm, but in this case it is ga then you are using
selection function. So, selection function you are using tournament selection and size of the

tournament you can define that 2 3 4 whatever tournament size you can define.

So, you can also define your own function ok. So, own function that is my function so you
can also define your own selection function suppose I am defining here. So, I am not
discussing these things so this is little bit in this is an advanced topic. So, you can also define
your own selection function here so, this way I can define. So, I have defined here what is b

and beq that is their vector this is also A and Aeq is matrix and this ¢ x and ceq x.

So, these are the function. So, basically non-linear constrain then f x is objective function and

these are non-linear function and I can also define lower bound upper bound here ok.
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Introduction to Optimization ) Unconstrained Single variable
e ' %
Single variable equation ’//1/
£

54
Caazes3)#] "
0<x<
cle

clear variables

close all

% Define an abjective function

objfun=@(x) x(1)*2+54/x(1); V(/

% Define upper bound and lower bound

b= Giud= 11:A=[1b = [JAeq = [iteq = [: /7
nonicon = [nA- ' E

[xfval] = ga(objfur; TAD,Aeq beq,Ib,ub,nonlcon intcon|
= 7

So, let us see let us see how we can solve a simple problem using ga. So, let us start with a
single variable optimization problem and that is x square plus 54 by x. So, I know the
solution that is here x equal to 3 and f value f 3 equal to 27. So, I know the solution of this
particular problem and here I have written this M-code so, objective function is defined then

lower bound upper bound A b A equality b equality.

So, that has been defined and non-linear constrain we do not have there is no constrain here
and. So, I did not define then and then I have used this ga function ok so, objective function
then one ok. So, this is and I have written here and if you are running this particular code then

you should get the solution of this problem that is 3 and 270k, that is 3 and 27.
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Introduction to Optimization ) Unconstrained Single variable

Single variable equation D TR = 0ok

f) =20 =32~ 120+ 4 '
0<x<8

de

dlear variables

doseall

% Define an objective function

bjfun=@(x) 2'x(1)\3-3"x(1):2-12'x(1)#4;

% Define upper bound and lower bound

Ib= 0;ub=8;A = [I:b = [J;Aeq = [J;beq = [}nonicon = [J;
fntcon = "nmﬁeéeﬁah@& J -—)
[xfva = ga(objun.1.A..Aeg,beg b,ub ncnlcon,infcon),

Now, let us see another problem this problem is twice x cube plus thrice x square minus 12 x
plus 4 and this is between 0 and 8 ok. And this is the code so, | am writing the objective
function and this is I have defined. So, I do not have that I am I have defined lower bound and
upper bound A b A equality b equality is not there non-linear constrain is not there. So, I am
just defining this one. So, if I execute this one I should get the solution of this particular

problem.
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Introduction to Optimization ‘ Unconstrained Multivariable

Multi-variable equation

fG) = (¢ +y =112 4(x +y2 = 7)? w4 e e
-3<xy<3 2

Y. Bap @i boa
s =

cle
clear variables
close all
% Define an objective function
objfun=@(x) (x(1)°2x(2)-11 Y‘2+(x(1)+x(2)"2»7)“2/
% Define upper bound and lower bound
Ib=[-3; “\/e
b=[3:
A=b= [JAeq=[[beq = u>

nonlcan = J;
intcon =[J; %integer-valued
[xfval] = ga(oijun.2,A,n.Aeq.beq.lb,uh,nonloon.m(oon)/

 Req, beq, Lb,ub, nonlcon, intcon) ;

Opiaatin Uenbates: g hrg 18 b f1es vl s thr o ctaTlerce.
»

Now, this is a multivariable function so here you have defined the multivariable function and
I have defined lower bound and upper bound and these are all not there ok. So, I am putting
null and then I am using the ga function ok. So, this is the code and if you run it so, you

should get the solution so; I will show you that one.
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Introduction to Optimization  Unconstrained Multivariable|

Multi-variable equation

fl,y)=10+x2-5ey + 9> +y
—6<x,y<6

ol

clear variables

close all

% Define an objective function V</
objfun=@(x) 10+x(112-5X(1)x(2H+9"(2)24x(2);

% Define upper bound and lower bound

|b=[-6;-6] ub=[6;8]A = [[;b = [ Aeq = [J;beq = [J;nonlcon = J;

[x,fval] = ga(objfun,2,A b,Aeq,beq,Ib,ub,nonicon intcon]
I

5| nonlcon = (1}
intcon d

~valuad
ga (objfun,2,A, b, Aeq, ked, 1b, ub, nonlson, intcon) 1

=T
J\/ 0 e e s

i
W\
§\

So, this is another problem. So, this is again multivariable problem without constrain so here I
have defined the function and then you apply this ga function to get the solution of this
particular problem ok. So, this is the MATLAB code.
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Introduction to Optimization \Constrained Multivariable

Example 1

Minimize f(x) = e“¥2%s24%s — 05(x3 + 25 +1)2 '~/

Subjectto x +x3 +x§+x7+x2-10=0
XXy = Sxyx5 =0

%5+r+1=0

Use the range —5 < Xy, Xy, X3, %4, X5 <5

And this is the constrain problem. So, we have three inequality constrains so, the problem has

already been defined.
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Introduction to Optimization ) ] Constrained Multivariable

Example 1

i o R -0«

cle
clear variables

close all

objective = @(x) exp(x(1)"x(2)"x(3)"x(4)"x(5))-
0.5%(x(1)"34x(2)'3+1)"2;

% variable bounds

b= 5.0 * ones(1.6); /

ub=5.0 " ones(1,5);

% linear constraints

A= [J; %linear inequality constraint is empty
b = [I; %linear inequelity constrant is empty
Aeq = |;%linear equality constraint is empty
beq = [J;%linear equality consiraint is empty
inteon={]; % integer-valued outout

% nonlinear ints
nonlincon { @nlcon;, /
% optimize with ga

X = ga(objective,5,A,b,Aeq,beq,Ib,ub,nonlincon, intcon);
disp(x);

% create file nicor linear constraints
functon [c ceq] '

ceq(f) = X(1)2+x(2)" Z*X\S] 2+3(4p2+x(5)'2-10;
€eq(2) = X(2)"X(3)-5X(4)" K(5

ceq(3) = x(1)"3+x(2)3+1;

o[ % Ineq\uj\m/nn -linear constraint is EMPTY
en

So, let me see how we can explain this problem in ga. So, in case of PSO I cannot define the
non-linear constrain. So, therefore, I have written my own function for defining the non-linear
constrain, but here you can actually define the non-linear constrain separately just like your

fmincon.

So, what I have done here. So, this is the objective function then this is the lower bound and
upper bound and these are all empty and non-linear constrain is your nlcon so, that is the
non-linear function. So, here I have define the non-linear function. So, this is the first
constrain, this is the second constrain and this is the third constrain and all of them are

equality constrain and there is no inequality constrain so, I am writing it null ok.

So, this is similar to fmincon, fmincon ok function already I have defined these things in the

last class ok. So, last class I have defined how you can use fmincon so, there also we have



defined this constraint like this. So, I have written this MATLAB code here. So, I will also
explain the MATLAB code, when I will go to the MATLAB online so, there I will show you

and if I execute this line so, I should get the solution of this problem.
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Introduction to Optimization ) ] Constrained Multivariable

Example 2

Minimize f(x) = (x? +x, = 11)2 + (¢} +x, = 7)

Subjectto (¢, — 5) “+x3° < 26
4xy 41, <20
X, 20

Use the range of 0 < x;, x; <

Now, this is another problem with two inequality constraints. So, this problem has already

been defined.
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Introduction to Optimization \ Constrained Multivariable

Example 2

cle

clear variables \/

objectve = @(x) (x(1)*2+x(2}-11)2+(x(2)"2+x(1)-7)'2;

% variable bounds

Ib=0.0 * ones(1,2)ub =5.0 * cnes(1,2); '\)(/

% linear constraints

A={]; %linear inequalty constraint is empty

b= [J; %linear inequaltty constraint is empty

Aeq =[]:%linear equality constraint is smpty

beq = ];%linear equalty constraint is empty

intcon=[];% integer-valued output is empty

% nonlinezr consiraints

noniincon = @nicon;

% optimize with ga

[x.fval] =ga(objective,2,A,b,Aeq,beq,Ib,ub,nonlincon,intcon)
e

% create file nicon.m for noniinear constraints
function [c,ceq] = nicon(x)
ceq =[] ; % equality non-linear copstraint is EMPTY

of1) = (X(116)°24x(2)13-26;
o[2) = 4%(1)#X2)-20;
end

And this is the MATLAB code here so, this is the objective function then you are defining
lower bound and these are all empty, then if you are using the ga function ok. So, here you
have defined these two constrain so, there is no equality constrain so, that is empty ok, null
you are putting and there are two inequality constrains ¢ 1 and c¢ 2 ok. So, I have written the

code here.
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Introduction to Optimization | Constrained Multivariable |

Example 3

Minimize f(x) = e1(4x? + 2% + 4, x, + 2x, + 1)

Subjectto 1.5+ xy2, —x; — %, <07
-x1%, <10
X%, 20
Use the range of 0 < x;,x, <5 /

And this is the last problem. So, here we have two inequality constrain with non-linear

objective function.
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Introduction to Optimization ) ] Constrained Multivariable

Example 3

ce
clear variables
close all

objective =@(x) \/
exp(X(1)) (@ x(1)°2+2'x(2) 2+4"X(1)"X(2)+2°%(2)+1):%
nonlinear constraints

nonlincon = @conf\m:\/

% variable bounds

Ib =00 * anes(1,2); \/

uo =5.0"ones(1,2)

9% optmization calculation using ga

{xfal =galobieciva 2 1} bubnoninoon.)

% constraint function

function [¢, ceq] = confun(x)

€= [15(1)yX(2RX(11X28 X()'XR119), o/
[ 2 S

end

o A=l

And this is the non-linear objective function I have defined and then this is the con function
lower bound upper bound and this is the ga. So, here we have two inequality constrains so,
this is the first constrain this is C 1 and this is your second constrain this is C 2 and that is the
second non-linear constrain and we do not have any inequality type constrain and if you are
running this one, then you should get the solution of this particular problem. So, let us go to

MATLAB and just see.
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So, let me explain from here. So, let me solve the first problem using ga.
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So, this is the first problem and I will put it here and here we have only objective function and
lower bound and upper bound ok so; that means, this part is not there so, I can remove also

s0, because this is not there. And I have lower bound and upper bound.

So, up to here and then I have defined lower bound upper bound then A b A equality b
equality I have defined and non-linear constrain is not there. So, I can also remove this one
so, this is not there ok. So, these few lines are sufficient so, I have defined objective function

and then I am using this particular ga function.



So, here I have defined the objective function number of variable is 1, then A b A equality b

equality is null then lower bound and upper bound I have defined ok. So, let me run this

particular AMP file
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So, I am getting the solution that is 3 2.
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So, what I can do I can also put the null here. So, this is the empty matrix. So, I can empty
matrix of vector I can put it and lower bound and upper bound I have define ok. So; that
means, these particular things I can remove ok. So, I have defined lower bound and upper
bound and then I am just executing this particular line. So, let me see whether I am getting the

solution or not.



(Refer Slide Time: 41:01)

Yes, I am getting the solution.
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Suppose, if I am not putting anything so, what will happen. So, only I am defining objective

function and number of variable that is one ok. So, I do not need this lines also let me see,

whether I am getting the solution of this particular problem.
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So, I am not getting so; that means, j is starting from your either 0 0 or somewhere. So, that is
why I am not getting this one. So, I have to define the lower bound and upper bound ok so,
then only I will get the solution, but if you increase your population. So, you may get the
solution also you can try that one, but otherwise you put the lower bound and upper bound to

get the solution ok.
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Or otherwise you can increase your population size or you can also increase the number of
iteration so, you may get the solution. So, let me try the second function. So, this function I

have defined here so, let me copy and yeah.
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So, here I do not have any constrain so, let me delete this part ok. So, I do not have this one
so, I am just deleting this part and I am defining A b A equality b equality and lower bound
and upper bound I have define ok so, this is not required. So, I have defined lower bound and

upper bound, lower bound is 0 upper bound is 8, ok. So, let me run this particular m file yeah.
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So, I am getting actual solution is 2 and 16. So, [ am getting 1.999.
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But anyway, let us see. So, I am getting 2 and 16 ok so, second time I am getting 2 and 16.

So, this is the solution of this particular problem.
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So, this problem you can try without defining the lower bound upper bound just see. So, I am
not getting that solution so, I am getting a different solution here. So, let me try this next

problem so, this is a multi-variable problem without constrain.
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So, this is a multivariable problem without constrain. So, I do not have constrain here.
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So, I can remove this part. So, this is not required and I am defining the A b A equality b
equality and lower bound and upper bound. So, this is I do not need this one ok so, I do not
need this one. So, I have defined the lower bound and upper bound so, this is minus 3 minus

3 and plus 3 plus 3 and this is the objective function.

So, you need the objective function and you need and you need the lower bound and upper

bound ok. So, n number of variable is 2 in this case.
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So, let me see yes, I am getting one solution ok. So, this is between minus 3 and plus 3, ok

then let me go to the next problem. So, this problem is again a multivariable problem. So,

what I can do yeah, I can copy this part.
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So, I have defined the objective function and then lower bound and upper bound that is n

number of variables r 2 ok.
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So, let me execute this one yeah I am getting a solution ok.
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So, this is the solution of this particular problem so, second time also I am getting the same
solution. So, now, let me try a constrained problem. So, this is the constrained problem and
this is the code of this particular, this is the code of, this is the code to solve this particular

problem ok.
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So, here you just see.
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Anyway, so, I would like to delete this part in order to reduce the number of lines ok. So, I am
defining here, I am defining here this is null, this is null, this is null, this is also empty ok and
this is integer value is not there and I can define that n con somewhere here itself ok. So, this

is not required ok and this is not ok and.

Then I have defined the constrain function here. So, we have three constrain so, this is the
first one ok, this is the second one, this is the third one, and that ¢ inequality constrains are
not there so, therefore, this is empty and I hope, I have defined the problem here and if you

execute this particular m file so, you should get the solution of this problem.
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So, let me see so, I did not so, I can check what is the solution is yeah. So, this is the solution

of this particular problem you can check we have already solved this problem using classical

method.
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So, you can also see actually what is the solution you got using classical method.
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So, this is yeah. So, you are getting some different solution ok.
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So, you are not getting the same solution so, then we have to see which one is the actual
solution of this particular problem. So, if you are not getting the actual solution then what you
can, then what you can do? You can use the hybrid method ok to get the exact optimal

solution of the problem. So, in this case you may not get the exact optimal solution of the
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problem because we are not using gradient information here.

So, in that case you can use the hybrid method ok. Then let me go to the next problem.
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So, next problem we have two inequality constrain. So, let me see that one.
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So, here I am defining here itself. So, we have non-linear constrain, but this is not there so, |

am removing it.

So, here you just see we have we do not have any equality constrain. So, this is empty and we
have two inequality constrain so that I am putting ¢ 1 and c 2. So, after that [ am running this
particular line in order to get the solution and then solution your x and x value you will get
that the objective function value you will get at optimal solution that you will get and I have

defined this problem.

So, lower bound I have defined so, lower bound is 0 and upper bound is 5 here. So, lower
bound and upper bound is defined here and so, if I run this particular file so, I should get the

solution of the problem.
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So, I am getting a constrain solution, just see this is one solution.
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This is another solution yeah.
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So, you are getting a, the constrain solution of this particular problem. Let me execute this

particular function so, this is the third problem so, third problem is so, we have two inequality

constrain.
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So, here I have defined the objective function.
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Then this is the non-linear constrain so, non-linear constrains defined here. So, we have two

constrains here so, this is the first one and this is the second one ok. And there is no equality

type constrain. And lower bound and upper bound has been defined then after that if you are

executing this particular line so, you should get the solution of this particular problem yeah.
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So, I am getting solution is 0 and 1.5. So, 0 and 1.5 is the solution.
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And you can see so, [ am getting the solution ok 0 and 1.59 I am getting.
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But this solution is 0 and 1.5 ok.
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Now, if you want to see how you can plot this function so, that I have already shown you, but

let me show that one. So, if [ yeah so, this is the lines.
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So, if you are using this line so, you can plot the function. So, you can plot the function using
this lines ok so, this lines actually. So, here you have to define the function and then f surf
you are using so, fsurf means you will get the surface. So, let me see the first surface, let me

see and then I will show you the contour ok.
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So, let me show you the surface.
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Yeah, I got the solution and you can see the surface here yeah. So, this is the surface. So, you

cannot see actually where is the optimal solution this is quite flat so, therefore, let me see the

control lines ok.



(Refer Slide Time: 52:41)

[

-----

i« 773 [ ol [ o] ©

So, I can plot the contour and I can see where is the solution ok. So, let me run it again so,
this time I will get the contours yeah. So, I am getting the solution is unconstrained solution is
somewhere here, but constrained solution is 0 and 1.5. So, x is 0 and 1.5 is somewhere here

ok. So, this is 1.5 somewhere here constrained solution of this particular problem.

So, you can also plot so, MATLAB is quite good in graphics. So, you can actually plot the
surface, you can plot the contours ok and you can see actually where the optimum is there ok

optimum solution is there ok.

So, thank you very much. So, in this class we have solved few problems using genetic

algorithm and particle swarm optimization method. So, initially we have solved the problem



using particle swarm optimization. So, this is particle swarm in MATLAB and then we have

solved the same problem using genetic algorithm.

So, what you can do in the last class we have solved this problem using classical method and
you can try to solve this problem using classical method as well as genetic algorithm or
particle swarm optimization. Then you can feel the difference that some problem is quite easy
to solve using classical method, but some problem, which is basically a non-linear

non-convex problem.

So, if you have more than one optimal solution and one of them is the global optimal
solution. So, in that case you may not get the global optimal solution using classical methods.
So, in that case you can get the global optimal solution of the problem using genetic

algorithm.

So, I have also mentioned one important point here that when you are using particle swarm
optimization or genetic algorithm so, you may not get the exact optimal solution of the
problem. So, because you are not using gradient information. So, you may not get the global
optimal solution of the problem, exact global optimal solution of the problem, but you may

get a solution, which is very near to the global optimal solution of the problem.

So, this is not the actual optimal solution, but it is a near global optimal solution. So, then
what you can do? You can use the hybrid method. So, what you will do? So, whatever
solution you have got using genetic algorithm or PSO. So, that solution you can take as an
initial solution and you can apply your classical method ok. So, you will get the actual

optimal solution of the problem.

So, this method is known as hybrid optimization method and this facility is also available in
MATLAB. So, you can directly use the hybrid method to get the exact optimal solution of the
problem. So, I want that you please solve this problem yourself and just see the difference

when you are solving this problem using classical method as well as genetic algorithm.



Thank you.



