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Hello student, welcome back to the course on Optimization Methods for Civil Engineering.

So, in the last class we have discussed about MATLAB. So, how to download MATLAB or

how to create an account in math’s work dot com and then we have learned how to write a

vector or how to define a vector, how to write an expression, then how to plot a particular

function a 2 D plot 3 D plot so that I have discussed in the last class.

So, today in this class we will discuss the solution of optimization problem using MATLAB.

So, initially I will discuss or I will show you how you can solve a single variable optimization

problem using MATLAB and then multi variable optimization problem in MATLAB so,

mainly with constraint or without constraint. So, that I will be discuss in this class and then I

will show you in MATLAB itself. So, I will show you live demonstration basically. So, I will

show you how you can run a MATLAB code for solving an optimization problem.
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So, let us discuss, let us see how we can solve a single variable optimization problem. So, and

it is an unconstrained single variable optimization problem. So, the problem is unconstrained.

So, for that there is a function in MATLAB so, this function we will use this is fminbnd ok.

So, this is we will use this function is used to find a minimum of single variable function with

fixed interval ok with fix bound. So, I can use this function. So, if you have suppose this is an

example of this function. So, I would like to find out the minimum of this particular function..

So, there is only one variable. So, I would like to find out the minimum of this function. And

there is only one variable and that variable is x. So, f is a function of x and the function is x

square plus 54 by x and the range of x is between 0 and 11 ok. So, I would like to find out the

minima of this particular function. So, what I will do, I will use this particular your particular



function available in MATLAB that is fminbnd ok. So, fminbnd so, I will use and this is the

syntax of this particular function ok. So, you can see that this is the syntax..

So, this is the keyword we have to use that is fminbnd. So, that I we have to use and then we

have to what we have to put in this particular function. So, we have to put the function ok. So,

that objective function and then the bound we have to pass that is lower bound and upper

bound and here x 1 is the lower bound and x 2 is the upper bound ok. So, this is the syntax of

this thing syntax of this particular your function and I can also give the options ok. So, there

are some options available..

So, I can also use the option and then it will return x means the x star basically it will return

the optimal value it will return or you can also return the fval ok. So, this is the optimal

objective function value. So, that also you can return or we can also see the exit function ok.

So, exit flag actually. So, we can also see the exit flag and that why the iteration has been

terminated. So, that also you can see or there are some other output also we can mention. So,

this is very simple. So, I can use this function to find out the minima of an unconstrained

single variable optimization problem.

So, let us see that how we will write this particular function. So, first three line they are

clearing the variables and clearing the environment. And then you define the objective

function. So, here objective function is to be define as a function so, I am writing at the rate

and we have only one variable that is a x ok. So, this is a your scalar quantity x is scalar here

and this is x square plus 54 by x. Then I have to define the initial point or interval I have to

define; that means, x is range of x is 0 and 11. So, I am writing x 1 equal to 0 and x 2 equal to

11.

And then I can I can define the option. So, here options are. So, I would like to display the

iteration then plot function. So, I am giving this particular option and then I am using this

particular function. So, this function will or this line will calculate the value or minimum of

this particular function f x and basically it will give the value of x. So, once you are getting



the value of x. So, you can display what is x and you can also display the objective function

value ok.

So, I can also write fval. So, I can also use this thing. So, here I can write it x and fval. So,

that is the value of the objective function. So, I can also this one. So, then I am getting x star

value. So, this is the x star value optimal your point and similarly optimal objective function

value also you can get. So, here I have shown you the MATLAB code here. So, I will also run

this in MATLAB so, that I will show you here.

But here I have shown here. So, once you are running this particular your program then you

will get the value of x. So, x star value is star 3 here. So, this is the x star value that is 3 and

objective function value is 27. So, that I am getting and you can also see the iteration ok. So,

this is the iteration you can see and finally, you are getting that x star equalto 3 and objective

function value; that means f x star equal to 27 ok.

So, here you can also see the plot. So, once you are giving this option and you can see that

with iteration. So, this is with iteration how this objective function value is changing. So,

initially this is the value and finally, objective function value is 27. So, you are getting this

solution. So, you can also see how this objective function value is changing with the iteration

in this particular plot. Now, let us see another example problem this is also a single variable

optimization problem with bound so there is no constraint.
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So, I will use fminbnd function ok. So, here the objective function is I would like to find out

the minima of this particular function minimum of this particular function and the function is

twice x cube minus thrice x square minus 12 x plus 4. 

So, I would like to and the lower bound is 0 and upper bound is 8; that means, x 1 equal to 0

and x 2 equal to 8 ok. So, you write these three. So, to clear the environment and then I am

writing the objective function. So, objective function is 2 x cube minus thrice x square minus

12 x plus 4 ok and then lower bound is 0 upper bound is 8 and then I am defining the option

here.

And finally, I am using fminbnd and here this is the objective function, then lower bound

upper bound and this is option and then I am displaying the value of x star and objective

function value. So, this is the code and I have written this code here and if you are executing



this particular code and you should get the x star value that is x star value is 2 and f of x star

is equal to minus 16 ok.

And you can see that how this objective function value is changing with iteration and finally,

it is reaching the value f of x star equal to 16 ok. So, you can see that one. So, if you are

executing this particular MATLAB code. Now, let us see another example problem. So, this

is also a single variable optimization problem without constraint.
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And the function is 0.01 x to the power 5 then twice x to the power 4 plus 500 x minus 2

whole square and lower bound is minus 10 and upper bound is 10 here.

So, I can write the code here. So, this is the lower bound x 1 is lower bound and x 2 is upper

bound and this is the objective function I have defined here and then you define the option



and finally, you execute this particular line ok. So, this particular line and then I am

displaying the value of x star and optimal value of the objective function value. So, this is I

am executing.

So, you just see this is very simple code and if you are writing here. So, as an m file and if I

execute then finally, I should get that x star is equal to 2.0700 and optimal function value is

33 minus 33.8907 . So, this is the optimal objective function value and you can also see with

iteration how this function value is changing. So, that also you can see in this particular plot.
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Now, let us see a multi variable optimization problem; that means, you have more than one

variable and this is without constraint. So, I am not using constraint right now in the next

example problem so, I will also use constraint, but here this is without constraint.



So, let us see I would like to solve this particular function. So, this function already you have

seen the function is x square plus y minus 11 whole square plus x plus y square minus 7

whole square and here I am giving an initial point this is the initial point I have defined; that

means, the search process will start from this particular initial point ok. So, x naught I have

defined and x naught is 3, 3; that means, the search process will start from 3, 3.

So, here what I will use, I will use a function call fminsearch. So, I will use a function and the

name of the function is fminsearch ok. So, this is your classical your optimization method

fminsearch and here what you have to define. So, you have to define the function value and

then x naught ok so; that means, I need to define the function ok which function I would like

to minimize. 

So, this is your minimize I would like to minimize this function, the function you have to

define an x naught; that means, the starting point you have to define and you can also define

the option here and similarly what you can get actually.

So, you can get the optimal value of this particular function, then optimal value of the

objective function that is fval ok. So, that is the function value you will get and similarly you

can also get exit function and other output ok so, that you can that you can get. So, here I have

written the code here. So, this code is similar. So, first you define the objective function. So,

objective function I have defined here.

The objective function is x 1 square plus x 2 minus 11 whole square then x 1 plus x 2 square

minus 7 whole square. So, here I have defined x. So, this particular x as a vector and it has 2

value that is x 1 and x 2.So, if I write that x 1; that means, this is x 1 and if I write x 2; that

means, this is x 2.So, already I have explained this thing in the previous class.

So, now you I think know how to define a vector and basically how to use that vector ok. So,

here x is a vector and I can define this one. So, then I have defined the initial point the initial

point is 3, 3 ok. So, this is also a vector and now you define the option. So, here the plot



function option I have used. So, I would like to plot the your generation iteration versus

function value.

So, that I have used and finally, I have written this particular line that is x equal to

fminsearch. So, this is the keyword of this particular function and then you can use objective

function then x naught an option and once you are executing this particular line then you will

get the value of x and you can display that x using display function. So, here is the function

here is the MATLAB code.

And if you are executing that one then you are getting 3, 2.So, 3, 2 is the solution. So, you

know that this particular function has four optimal solution and these are all alternate optimal

solutions and in this case you have taken x naught. So, x naught equal to you have taken 3,

3.So, from the here from the for this naught you are getting the solution3 2 ok. So, this is the

solution you are getting.

Now, let us see another function. So, this is also a multi variable function without constraint.

So, I will use fminsearch your function to solve this particular optimization problem.
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So, here the objective function is 10 plus x square minus 5 x y plus 9 y square plus y and the

x naught is minus 6 minus 6 ok. So, this is your x naught. So, here I have defined the

objective function value, here I have defined the objective function and then you define what

is x naught and then you define option and finally, you use this particular line to solve this

particular problem and then you just display the solution..

So, you just see this is only few lines code. So, we have only 12 lines here and finally, you

just see this is the optimal solution of this problem and you can also see the iteration versus

function value. How with the iteration function value is changing ok so, that you can see.
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Now, there is another function this is also a multi variable function; that means, 2 variable

function and I will solve this function using fminsearch. So, here the function is 10 y minus x

square whole square and then plus 1 minus x whole square and x naught value is minus 6

minus 6 ok..

So, you define the objective function here you define the initial solution, you define the

option and finally, you execute this particular line fminsearch objective function x naught an

option and then display the solution. And here I am getting the solution and that solution is 11

and you can also see the plot between iteration and function value.
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Now, let us see how you can solve a constrained optimization problem using MALAB. So,

here I will use fmincon function, this is a function which implements the classical

optimization algorithms. So, I will use fmincon here. So, let us discuss the problem type. So,

a optimization problem may be something like that. So, I would like to minimize f x so; that

means, I the objective function; that means, I would like to minimize f x ok..

So, x is a vector here and then subject to subject to that is c x is less than equal to 0.The first

one is c x is less than equal to 0; that means, this is a non-linear inequality constraint the first

one is non-linear inequality constraint, then second one is c e q x; that means, this is a

non-linear equality constraint first one is inequality constraint and this is equality constraint.

Then you have linear inequality constraint, suppose I have linear inequality constrain. So, I



can define it here and if I have linear equality constraint so, I can define here and finally, I can

define lower bound and upper bound of the variable.

So, here what I can use, I can use non-linear inequality constraint, non-linear equality

constraint, linear inequality constraint and linear equality and inequality constraint, linear

inequality constraint and linear equality constraint. So, here we have to note one thing that

when you are defining an inequality constraint; that means, the c x is less than equal to 0; that

means, the this sign should be less than equal.

That mean if your problem is that c x is greater and equal to 0 then what you will do, you will

multiply it by minus 1. So, minus c x is less than equal to 0 ok. So, always this sign should be

less than equality type and similarly in case of linear inequality constraint that is this also

should be less than equality type constraint. So, if it is greater and equality type constraint.

So, we have to convert it to less than equality type constraint. So, already we have discussed

this part. So, I think you are aware about this thing..

So, I can convert a less than equality type constraint to greater than equality type constraint,

similarly I can also convert a greater than equality type constraint to less than equality type

constraint. So, that I can do so, in this case if you are using fmincon function then inequality

constraint should be less than equality type, the inequality constraint should be less than

equality type ok. So, if it is greater inequality type then you multiply it by minus 1 and

convert it to less than equality type..

So, here I have defined what is b. So, b and b equality are vector and A equality type are

matrix, then c x and c equal x are function that returns the vector and f x is objective function

and f x, c x and c equality x can be non-linear function. So, this is non-linear function and this

is the syntax of fmincon function..

So, what you have to do suppose your problem has only objective function. So, then you are

defining objective function then you are defining x naught then if you have linear constraint

A, b. So, you have to define..



So, if you have linear inequality constraint then A, b you will define if you have linear

inequality constraint then A e q and b e q you will to define and you if you want to define

lower bound and upper bound you can define and if you have non-linear equality inequality

constraint and equality constraint then you have to write a function a non-linear constraint.

So, that you have to do and if you want to put the option that you can put the option..

So, if you are writing x; that means the optimal solution will be return and if you are writing x

and fval so, in that case the optimal function value will also return. Similarly, I can see what

is exit flag and output so, that also I can see and I can also get some other information like

lambda, gradient, hessian that information I can also extract from here.
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Now, let us see I would like to solve this particular problem using fmincon function. So, here

we have the objective function. So, objective function is e to the power x 1 into x 2 into x 3



into x 4 into x 5 minus 0.5 within bracket x 1 cube plus x 2 cube plus 1 whole square ok. So,

this is the objective function and we have three non-linear. So, this is non-linear equality

constraint ok so, non-linear equality constraint.

So, we have three non-linear equality constraint and the starting point is this starting point is

this. So, that has been defined. So, let us see how I can solve this particular problem using

fmincon function.
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So, we have non-linear equality constraint ok. So, therefore, I have to write a function to

define the constraint ok. So, here we have to we have three constraint that and this is equality

type constraint. So, therefore, I am writing here this is c e q 1, c e q 2 and c e q 3. So, what is

this? These are equality type ok. So, equality type constraint. So, this is the first constraint,

this is the second constraint, this is the third constraint. Now, I have defined these as a



function ok the function will return c value and c equality value and these are vector and the

name of the function is n c con ok. So, you can change this name ok.

So, here I have written n l sorry n l nlcon and the input argument here is x basically. So, x

means x is a vector and it is actually giving x 1 x 2 x 3 x 4 and x 5 ok. So, this three

constraint I have written and finally, there is no inequality constraint. So, therefore, I am

returning null. So, null is returned using this so; that means, there null this is inequality

constraint and this is empty and then this function is n here ok. So, this is the function I have

written..

So, now, I can do in two way; one is there I can write a different m file using n nn I can define

it as a function or I can write in a same problem . So, in the same M file. So, I can also define

this particular your function. So, I will show you how you can do that one. So, this is the

function I have written and this function I have save as nlcon ok dot m. So, you can see this

way I have save this particular file.
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Now, I have written another M file. So, here I have defined the objective function and then

initial guessed and then lower bound and upper bound. So, that I have defined and then I have

just display the initial objective function value, but that is not required, but I have just display

here and these are all empty ok..

So, A is not there, that b is not there, A equality is not there, b equality is not there, and then

finally, I have used this particular line to call this function and here I have just used. So, this

is actually I have call here and or I can directly write this here also this is f equal to fmincon

the objective is defined here. So, this is the objective. So, I have defined and then x naught is

the initial solution A, b, A eq, beq, then lower bound, upper bound I have defined and this is

the constraint ok.



So, then once this line is executed so, you will get the optimal solution of this problem and

then you can show that one display the solution x 1 x 2 x 3 x 4 and x 5 and you can also see

the optimal objective function value ok. So, here I have written this code and once you are

executing this particular code. So, you can see the solution is x 1 equal to minus 1.7171, x 2

equal to 1.5957, x 3 equal to 1.8272, x 4 equal to minus 0.76364 and x 5 equal to minus

0.76364 ok. So, this is the solution you should get.
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Now, let us see this particular problem. So, this is also a constrained optimization problem

and this problem I will solve using fmincon function of MATLAB. So, here the objective

function is x 1 plus x 2 minus 11 whole square plus x 2 square plus x 1 minus 7 whole

square.



And we have total two constraint and the first constraint is x 1 minus 5 whole square plus x 2

square less than equality type. So, this is less than equality type constraint and this is less than

less than 26 and 4 x 1 plus x 2 and this is less than equal to 20 and x 1 x 2 they are positive;

that means, greater than 0 and initial solution here is x naught and which is equal to 3, 3; that

means, I would like to start the solution from 3, 3. So, this is my x naught ok. So, let us see

how I can solve this problem using fmincon function.
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So, here I have defined the objective function this is the objective function, then this is the

initial guess x naught, then lower bound I have defined, upper bound I have defined and then

A, b, A eq, beq I have defined. So, these are all empty ok. So, that I have defined and then

this is the constraint ok. So, now, I have defined the constraint here this is the constraint ok.



So, this is the constraint and this is function the argument is c and ceq and we are passing the

x vector ok. So, here there is no equality type constraint. So, non-linear equality type

constraint. So, I am putting null and then we have inequality type constraint that is c 1 and c 2

so, that I have defined here ok. 

So, I have written the entire code here. So, if you are executing this particular M file ok. So,

you will get the solution of this particular problem. So, that I will show you what is the

solution of this particular problem. Let us see another example problem and this is also

non-linear problem minimization problem with constraint.
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So, this is example 3. So, here this is the objective function and we have 12 inequality type

constraint, non-linear inequality type constraint and x 1 and x 2 are positive and starting point

is minus 1 minus 1.
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So, I have written the code here. So, this is the objective function, then this is the initial point,

initial point is minus 1 minus 1 and I have defined here the constraint function. So, we have

two constraint. So, this is inequality type constraint and second one is also inequality type

constraint. So, I have defined this is your first constraint ok c 1 and this is your second

constraint so, that way also you can define and we do not have equality type constraint. So,

therefore, this is null and once you are defining and if you execute this particular line. So,

then you will get the value of x and value of objective function value ok. So, that I have

written here.
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Now, let us go to MATLAB and try to solve some of the problem ok. So, I will use the online

version of MATLAB. So, I have open the online version of the MATLAB online.
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So, I am getting this particular interface. So, here I can write the code ok. So, in this particular

window I can write the code and then I will try to solve the problem. So, let me copy this. So,

I have written this MATLAB code and I will explain that one. So, let me copy this one. So, I

have copied this MATLAB code ok.
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So, here as I said that these are to clean the environment. So, I am cleaning and after that I

have defined the objective function. So, objective function is that is x square plus 54 by x and

then I have defined lower bound and upper bound.

Now, suppose I would like to plot this particular function. So, I can see actually where

optimal solution is there. So, for plotting that I am just defining x. So, x is a vector and this is

starting from lower bound to upper bound and then the interval between twopoints is point 0

01 and then I am calculating the value of f the objective function value that is. So, I have used

x dot to the power 2 then plus 54 dot by x ok.

And then, I am plotting using this particular function plot function. So, already we have

learned how to plot it. So, I can plot this particular function and in the plot I would like to

level the x axis as x and y axis as f 1 ok. So, these lines ok these 5 lines will plot this



particular function ok between x 1 and x 2 and after that after that so, I would like to give I

would like to solve this problem. So, I have defined the option. So, often here; that means, I

would like to display iteration and plot function and finally, I am using fminbnd.

So, I have defined the objective function and then x 1 x 2 and option ok. So, I can display

what is the value of x and what is the value of your objective function that I can display, but

without that also it is fine. So, let me check that one. So, you can see if I execute this

particular MATLAB code using the run button. So, it is running now, in the command

window you can check that one yeah.
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So, I got the solution here. So, you can see. So, I have plotted this particular function and this

is between 1 and 11 and optimal solution is somewhere here 3.So, this is the your optimal

solution of this particular problem and you can see the with iteration the objective function



value has changed and finally, you are getting 3 and then solution is 3. So, I can see the

solution here by typing what is the value of x.
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So, I can see the solution is 3.
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And I can also check what is the value of objective function value ok. So, this is 27.
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So, I can also use this one this is fine. So, if I execute these two line, then also I am getting I

am getting the solution just see basically so, I can execute that one.
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So, here you can see that optimization terminated and I am getting this particular solution;

that means, x equal to 3 and objective function value at optimal solution is 27 ok. So, this is

27 I hope this is fine. So, let us solve another example problem.
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So, next I would like to solve this particular problem that is f of x equal to 2 x cube minus

thrice x square minus 12 x plus 4 and this is between 0 and 8 ok and this is the plot of this

particular function and solution is somewhere here ok. So, let me copy this MATLAB code.
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So, let me go there and ok. So, I have copied this code and here now this particular lines to

plot this particular function and then I have defined the objective function and then the option

and then I have used f b and d and I have to put objective function x 1 x 2 and option and

finally, I can display the solution. So, just see.
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So, I can. So, I am getting the solution and the solution is x equal to 2 and optimal objective

function value is minus 16 ok. And this is the plot this is the plot I am getting and then this is

the plot between function value and iteration. So, this is the plot between function value and

iteration..
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So, now, suppose if I write that I am getting x, but I would like to see what is the objective

function value. So, what I will do fval ok. So, that there I can write may be then let me run

this particular.
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So, you can see what is the value of what is the value of optimal value of the function,

optimal function value is minus 16. So, I am getting this particular solution let me see another

function.
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Suppose I would like to solve this particular problem and this problem is multi variable

problem. So, here what I will use, I will use here I will use the fminsearch function.
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So, first let me copy this few lines. So, here what I am doing, I am trying to plot this

particular function. So, initially I have cleared the environment and after at I am defining the

function and function is x square plus y minus 11 then whole square then x plus y square

minus 7 whole square. So, I have defined this particular function here. So, in the last class I

said actually so, how to write this expression and then I have used f search function to plot it

and also show the control. So, if you are executing this few lines. So, you can get the surface

plot of this particular function.
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So, you are getting this surface plot. And this is between minus 6 and plus 6 . So, as you

know there are 4 optimal solution here, but we will get one of that because we are using

classical optimization technique ok. So, then if I am. So, then let us define this function and I

am using here fminsearch ok.
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So, let us copy this few lines and here I am just copying ok. So, I will paste it here and finally,

you are getting the this is the objective function I have defined ok. Then this is the initial

point I have defined and then I have defined the option and finally, I am defining this. So, I

would like to see the value of x ok, if I remove this semicolon I can see the value of x ok.
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So, let us see. So, let me run this ok. So, you just see I am getting 3, 2 ok. So, I am getting 3,

2. So, that is the solution of one of the solution of this particular problem. So, I am getting

that one and objective function value is 0 here ok. Objective function value is 0 and this is the

plot of this your particular function.
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Now, if I change the initial point so, suppose I am taking minus 3 minus 3 ok. So, minus 3

minus 3 then what will happen you just see, let me run it.
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Yeah. So, I am getting another solution and this solution is minus 3.7793 and minus

3.2832.So, I am getting a different solution. I am getting a different solution once I have

change the initial point .
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Suppose I am changing an initial point supposed to minus 3, 2 then let us see.
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So, this time also I am getting a solution here and this solution is minus 2.8051 and this is

3.1313.So, I am getting a different solution. So, if you are changing your initial solution. So,

if you are changing your initial solution then you are getting a different solution, because in

this particular function we have total four solutions and all of them are alternate optimal

solution because objective function value is same that is 0, but solution is different. So, once

you are changing your initial solution the classical optimization problem is finding the other

solution ok different solution.
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So, let us change the initial solution suppose if I take minus if I take 3 minus 2 then what will

happen ok.
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So, I am getting a solution and that is a different solution and that solution is 3.5844 ok

3.5844.
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So, you can see here. So, I can also write x ok. So, I can write I can see what is the objective

function value.
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You just see the objective function value is almost 0; that means, 1.35 into 10 to the power

minus 8 ok. So, this is almost 0 and you can see that I can also get the other information like

let me check here. So, I can also get the exit flag ok. So, this exit flag I can see.
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So, you go here and if you are writing exit flag ok. So, what will happen you just see.
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Yeah exit flag is 1 ok. So, exit flag is 1. So, this is actually showing how why this is

terminated ok. So, that you can you can check what is the value of this exit flag so, that you

can check.
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Now, let us solve this constrained optimization problem and the problem here is minimization

of f x equal to e to the power x 1 x 2 x 3 x 4 x 5 minus 0.5 x 1 cube plus x 2 cube plus 1

whole square and we have total three constraint and all of them are equality constraint. So, let

me copy this thing. So, what I have to define; first I have to define the constraint function. So,

I am just copying this portion and I will paste it here.
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So, here I am defining this constraint. So, you can see I have defined a function and that is

you can give a different name.
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Suppose this is I can give you a confun ok. So, confun and this is x, x is a vector and then I

have defined the first constraint, second constraint and third constraint ok. So, I have defined

this constraint and then and there is no inequality type constraint. So, this is null ok. So, I

have defined the constraint function. So, what you can do, you can define it like that or you

can save it as a M file and you can call it ok so, but here I am writing in the same M file. So,

now, I need to get this one ok.
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So, here I have defined the objective function and then the initial solution and then the lower

bound and upper bound.
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And then this is not required actually to show the initial objective function. So, you can see

that one, but otherwise it is fine ok. Now, here I have defined that A equal to null, b equal to

null, A equality is null, b equality is null and then this is non-linear constraint. So, this also I

can directly define here and here I can define that this is your this is your confun ok. So, this

is your confun I have defined and then I need not display this thing. So, I will directly see the

value ok..

So, you just see what I have defined, I have defined the objective ok objective function, then

initial solution, then A, b, A equal to, b equal to so, that is not there A equal, b equal is not

there. So, this is null then lower bound and upper bound I have defined and then confun ok n

confun also I have defined. So, I can see the solution just see let me run it.
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So, I am getting this particular solution ok now, here I have defined that A equal to null b

equal to null.
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So, here I can directly define that one. So, what I will do, I will I will define it here that A

equal to null, b equal to null, then there is no inequality constraint equality constraint. So, I

am defining this thing ok. So, this null and this is not required ok. So, these lines are not

required. So, I am directly defining here..
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So, now, if I run it just see yeah, I am getting the same solution.
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So, what we can do suppose if you are defining this is this is equality type constraint1 and this

is 2 and this is 3 ok. So, this is 3 and then I can define it that c e q equal to c e q 1, c e q 2 and

c e q 3 ok. So, I can also define like this and if you are executing this one so, I am getting the

solution ok.
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So, either you can define it like that or you can also define that c e q 1, c e q 2 and c e q 3 that

way you can define. Now I can also see what is the objective function value ok at optimal

solution. So, I can write it that this is x and this is fval.
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And I can see that one. So, if you are running that one.
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So, optimal value of this particular objective function is 0.0539.
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So, I can also see the other parameters. So, you can see. So, if I copy this thing.
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So, you can see the other informations are also available now ok.
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The gradient information is available and then your equality type constraint, inequality type

constraint so lower bound, upper bound so, everything is available, the gradient is available

and hessian matrix is also available.
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So, you can also get this information. So, you can see actually how many how many iterations

you did actually. So, there are total 8 iteration, then function count is 54, constraint violation

is this ok, then step size is this, then what algorithm we have used, we have used interior

point algorithm ok. So, this information you can get. Then structure you will get, the gradient

information you will get and hessian information you will also get ok.
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So, here this is the optimal solution and this is the objective function value at optimal

solution. So, you can also get this information if you want or otherwise I will just define it

only the optimal solution and objective function value. So, you can keep this thing ok.
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So, if you are running it you are only getting the optimal solution and optimal objective

function value. So, that is all about today’s class. So, in today’s class we have solved few

non-linear optimization problem with constraint and without constraint using classical

optimization technique. So, here we have mainly use three function MATLAB function and

that is fminbnd. So, that is for single variable optimization problem without constraint. So, I

can use if your problem is a single variable optimization problem without constraint. So, in

that case I can use fminbnd.

Problem without constraint then you can use fminsearch ok so you can use fminsearch and if

your problem is a multivariable problem with constraint linear constraint, non-linear

constraint, equality type constraint, inequality type constraint then you can use fmincon.



So, fmincon is one of the very popular MATLAB function which you can use for solving a

non-linear optimization problem having linear constraint, non-linear constraint, equality type

constraint and inequality type constraint with lower bound and upper bound. So, in that case

you can use fmincon function it is a very powerful function..

So, I have shown you how you can use fmincon function. So, you are also getting lot of

information apart from the optimal solution value and optimal your objective function value

ok optimal solution optimal objective function value, you are also getting the other

information like hessian matrix, gradient information. So, that also you canget ok so.

Thank you very much. See you in the next class, thank you very much.


