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Let us go back to the presentation and what I have here for you, is sort of a sample question 

where we are comparing the mean potassium levels of three groups of volunteers, which are 

considered either to be healthy, preclinical or clinical and their potassium levels are compared 

and the question that we would want to address is given below and that is, is there a statistically 

significant difference in the mean potassium levels of the three groups at 95% confidence level? 

 

So we are having six readings in each group now. So in the healthy group, we have six readings, 

similarly in the preclinical and clinical and we want to address if there is a statistically significant 

difference in the mean potassium levels of these three groups. So we will perform the analysis of 

variance now on this data set to understand, how this calculation is to be executed. 
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So to begin with first of all state your null hypothesis. It is very important that in the beginning 

of this exercise or in the t-test the null hypothesis is explicitly stated and for us here a null 

hypothesis denoted by H naught will be that the population means of three samples being 

compared are similar. The alternate hypothesis for us will be that any two means are different. It 

can be even any three of the means are different, but at least any two of the means are thought to 

be different in the alternate hypothesis H1. 

 

Now let us execute the analysis of variance for this data set. First of all in the step 1, we have 

already told what the null and alternate hypothesis is, in the step 2 we calculate the grand average 

for this data set, which will be nothing but the sum of all the readings divided by the total 

number of readings and the grand average here turns out to be 81.78 and we denote it as x double 

bar. Now in the third step, we will be calculating the sum of squares due to factors and for that 

let us go to the next page. 
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So sum of squares due to factors will be the mean values of the data sets, individual data sets. Let 

me put this in the previous page. So for our first data set x1 bar value turns out to be 93.83. 

Similarly for the second data set, the average value turns out to be 80.00 and finally for the third 

data set, which is the clinical sample, we have the average value of 71.50. So with these numbers 

in our hand, we calculate the sum of squares due to factors, which is nothing but x1 bar minus x 

double bar plus n2 x2 bar minus x double bar squared plus n3 x3 bar minus x doubles double bar 

square. 

 

So when we plug in the numbers, we get 6 into 93.83 minus 81.78 squared plus similarly the six 

readings in the second data set and the mean in the second data set was 80.00, from which the 

grand average is subtracted, which is 81.78 squared plus again 6 into for the third data set the 

average value is 71.50 and from this the grand average value of 81.78 is to be subtracted and 

squared. So when we do this we get 6 into 12.05 squared plus 6 into minus 1.78 squared plus 6 

into minus 10.28 squared and on solving this we get this finally gives us. 

 

I will leave the rest of the calculation to you. This finally gives us the sum of squares due to 

factors as 1524.3 rounded off and next, we will calculate the sum of squares due to errors. 
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Which was nothing, but the summation of the deviations present within each sample. So for 

sample 1, i is equal to 1 to N1, for sample two j is equal to 1 to N2 and similarly for sample three 

k is equal to 1 to N3 and when we do this exercise, what we get is the value of sum of squares 

due to errors coming out as 8199. So it is important at this point to mention that the sum of 

squares due to errors, which is given as the deviations squared can also be written in a different 

manner. 

 

And that is the degrees of freedom of individual samples multiplied by the standard deviation 

squared. How does this come about? 
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Now we know that the standard deviation is nothing but square root of deviation squared by the 

degrees of freedom and when we open it up, we get the deviation squared will be N minus 1 into 

the standard deviation squared. So from this, we will be able to calculate the sum of squares due 

to errors by either utilizing the standard deviation values of individual data sets or manually 

calculating the individual deviation values. 

 

So both the protocols will give us the same value of the sum of squares due to errors. Now in the 

next step, we need to calculate what are the, so let us see what that number is. So in the fourth 

step, we had already calculated the sum of squares due to errors and in the fifth step, we calculate 

the mean square factor, which is nothing but sum of squares due to factors divided by i minus 1. 

 

Now the sum of squares due to factors value for this particular data set was found to be 1524.3 

divided by 2 here, because we are dealing with only three data, three samples and this comes out 

to be 762.1. We similarly calculate the mean square error and the mean square error is the sum of 

squares due to errors divided by the degrees of freedom, which is nothing but N minus I. So 

plugging in the values of the sum of squares due to errors, we get 8199 divided by 18. 

 

Which are the total number of points in the data set that we are dealing with minus 3 which is the 

number of samples that we are dealing with in this problem. So this finally solves to 546.6. Now 

since we have already calculated the mean square factor and the mean square error, it would be 

straight forward to calculate F value here using these two values. 
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So in the seventh step, we will have the F test value, which is given as the mean square factor 

divided by the mean square error, which is nothing but 762.1 divided by 546.6 and this turns out 

to be 1.39 okay. So since we have got the F test value, we need to finally compare it with an F 

critical value in the final step and our F critical value we have at say 95% confidence level and 

for the numerator MSF the degrees of freedom are 2. 

 

Similarly, for the denominator MSE the degrees of freedom is 15. So let us go back to the F 

tables that we discussed a little while ago and see what the F critical value under these conditions 

will be. So nu 1 of two and nu 2 of 15, let us quickly go to the tables. 
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And we have the table at 5% confidence level. So the table at 5% confidence level is now on the 

screens and we are talking about nu 1 value of two and nu 2 two value of 15 that means our F 

critical value at 5% significance level will be 3.68, which is encircled now. So let us go back to 

the board and put in the F critical value, which is 3.68. Now we can make an assessment of this 

data set. 

 

We find that F test value is in fact less than the F critical value and that means that the null 

hypothesis cannot be rejected, that means we cannot say with confidence that there is any 

significant difference in the potassium levels of these three samples. So in other words, the 

healthy, preclinical and clinical samples have similar population mean values at 95% confidence 

level. Now let us quickly create the ANOVA table for this data set based on the calculations that 

we have done. 
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So the ANOVA table would look something like this. We will have the source of variation, then 

we will have the sum of squares values, then we will have the degrees of freedom, the mean 

square values and finally the F test or F calculated value. So the source of variation when it is 

between the groups, we are talking about the sum of squares due to factors and the sum of 

squares due to factors for this data set was 1524.3. 

 



And the degrees of freedom associated with the sum of squares due to factors was 2, a mean 

square factor as a result 762.1. Similarly the source of variation when it is within the group, what 

we denote as the errors in the individual samples, the sum of squares due to errors was calculated 

to be 8199, the degrees of freedom associated with the sum of squares due to errors was 15, 

consequently the mean square value of error was found to be 546.6. 

 

And finally the F test value turned out in our case to be 1.39. So this is how, you will be able to 

create ANOVA table for your data set. In the next class, we will be looking at how if we have F 

test value greater than F critical that is the population means are not similar between the samples 

being compared, how do we estimate which of the individual samples are actually different. For 

that we will be using the least significant difference concept and we will apply that to pin out or 

pinpoint which data sets or which samples are not similar in their population means. Thank you. 


