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So, how do | make sure that | do not end up over differencing? Then there are couple of
test to help you detect that your over differencing, but the even without using this test if
you exercise enough caution you can avoid over differencing. For example, keep looking
at the ACF, conduct unit root test before you proceed to differencing that will by a large
avoid this yield step of over differencing. But let us say that | do not know | have written
some automated procedure and so on. One of the simple ways of testing for over

differencing is to look at the variance of the differenced series.
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Models for Linear Non-stationary Processes

Tests for overdifferencing

Simple test for overdifferencing

Variance test
When var(V¥(v[k])) > var(v[k]), overdifferencing has occurred

It is a conservative approach for correlated series.
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If the variance of the difference series is greater than the variance of the original series
then you have over differenced. At least if the given series has white noise like
characteristics you that is why it is a conservative test. For example, imagine that you
had in place of w like in the previous slide we have e k in place of w k, then what you
have here? E k; what is the variance of v d? Sorry, what would be the variance of v d to
sigma square e are you planning to cal cancel out the variances? Ok correct. That is a

correct position like this where. So, perfect at least the reaction is perfect. So, the



variance of v d is to sigma square e where as the variance of the original series is sigma

square €.

On the other hand if truly in place of v k you had an integrating process then differencing
will reduce the variance of the series. At least you can look at it from a sample variance

view point. For example, 1 do not know I let us go and look at what happens here.
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So, let say | have here and ARIMA process, so | am simulating in AR 1. Let us look at
the sample variance and not looking at the theoretical variance. So, this is the sample

variance, right very high.
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In fact if you also look at the periodogram of v k in find this is the typical characteristic
of an integrating process or a near integrating process, because |1 do not know how many
of you remember even from a (Refer Time: 02:26) background integrators are this ideal
low pass filters. You recall, so this integrator is a ideal low pass filter it has allowed only
low frequency is to go through and therefore the series has predominantly low
frequencies; predominantly does not mean that other not there but it just over shadows

everything.

Now, if I look at the variance sample variance of differenced series, what you expect?
Do you expect to shoot it up or come down? Drastically it should come down what have
you done by differencing that is why the filtering perspective is just beautiful and I am
slowly showing the seat for frequency domain. Yes, so we have already argued that
differencing operation is a high pass filtering operation; that means, it allows only the
high frequency is to go through. Therefore, what have to done here? You have taken a
process which predominantly has low frequencies and passed it through a high pass
filter. What does a high pass filter do? It takes out the low frequencies, it just says you

are not allowed to go in, only people with these ID cards are allowed to go through.

As a result now the differenced one has got in read of the integrating effects. So, look at
this a same operation that you have been looking at it from an integrator and differencing

perspective, now we have we can give a frequency domain flavour to it.
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Now you can also look at the periodogram of and a promise is going to look bit crazy,
but it definitely not going to look as clean as this showing heavy low pass low filtering
characteristics. Now what do you see? You see all frequencies contributing to the power
more or less. Theoretically you can show that since you have take an a pure integrating
process we will show theoretically next week that what one should expect is a flat

spectrum for the differenced series.

Now, what | can ask you to do as homework is go back and create and integrating
process of order 2, and see how gradually the differencing operation is slowly taking out
the integrating effects. Of course, do not do the reverse mapping that is always when you
see low frequencies predominant that you have an integrating effect, but at least there is

a strong case for differencing that is something that you can keep in mind.
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Models for Linear Non-stationary Processes

Tests for overdifferencing

Simple test for overdifferencing

Variance test
When var(V¥(v[k])) > var(v[k]), overdifferencing has occurred

It is a conservative approach for correlated series.

Unit root in the MA polynomial
The basic idea is that an overdifferenced series contains a zero at unity (or several
zeros). See (Brockwell, 2002, Chapter 6) for more details.
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So, the other test that is available is the test for unit root in the moving average
polynomial. This is also widely used and there are some test that are available 1 am not
going to go further into a in detail on this aspect, but this allows you to do two things:
one tests for over differencing, if you have over differenced what have you actually
done? You have introduced and artificial 0 at a unit circle or at unity. And that is what
this test will tell you and remember we said we can also use differencing to handle
trends.

Suppose there are no integrating fix but you found the trend, and let say you did not pay
attention to the trend you just looked at ACF and we seen this earlier when | have a they
when the series has a trend the ACF decays very slowly in that case also. And without
looking at the series in a rush you simply went | had not difference state. And we have
said that earlier that is not the correct way to do with because it introduces an artificial 0,
unnecessary O at the unit circle or at unity. And this test can be used to distinguish.

Therefore, between series with integrating effects and series that has trends.

So, coming to formal test for unit root, now we are talking of unit roots in the sense poles
on the unit circle, there are in the literature many, but among which three or quite

popular the augmented dickey fuller test.
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Tests for unit roots (in the AR polynomial)

A few different tests for the presence of poles at unity are available:

1. Augmented Dickey-Fuller (ADF) test (Said and Dickey, 1984)
2. Philip-Perron (PP) test (Phillips and Perron, 1988)
3. Kwiatkowski, Phillips, Schmidt and Shin (KPSS) test (Kwiatkowski et al., 1992)

The KPSS test can be used also for detecting unit roots in presence of deterministic
trends.
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And the Philip-Perron test and the KPSS test | am not going to read out the author’s
names, but there are a few other tests also available. These three test are coded in our,
you have ADF test and then you have pp dot test and then you have KPSS dot test. For
example, here we can quickly run the ADF test on the series that we have created; | am

sorry | am going to increase the font size here.
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So, we can run an ADF. In fact, you should look up the help on ADF test. So, if you look
up the help on ADF lit says computes the augmented dickey fuller test for the null back x



has unit root. Whenever you conduct a hypothesis test make sure your clear what the null
hypothesis is, it may be counter to what you think. So, here the null hypothesis is that it
as a unit root. And going by the p value the significant level you can set for example,
here (Refer Time: 08:24) significance level is set to be 0.05, but it does not worry about a
significance level it says. | will give you the p value you use at your significance level if
the p value is less than the significance level then what do | do? Reject the null

hypothesis.

Remember if the p value is low null hypothesis is must go. So, you said your
significance level after the p value is obtain and figure out if the null hypothesis is to be
rejected, but you should also look at the alternative. It says the alternative is that to be
one of stationary or explosive. Why these two alternatives are given? So because the
integrating process is not an explosive series, always variance seems to change with
time, but because of the nature of the mean non stationarity it does not run away from

you.

But it is not stationary either; it is like a cat on a wall. And in the deterministic well such
processes are called marginally stable processes. We have integrating process even in the
deterministic world. In the systems theory language these processes are called marginally
stable processes, you just marginally stable they do not belong to either category. So, the
integrating process is neither stationary nor is it explosive, and now you want to test this
null hypothesis that it is integrating against one of the two alternatives. And the two
alternatives that you have are is that it is stationary; that means the pole is well within the
unit circle and the other alternative is that the pole is outside the unit circle. That is how

you can look at.

So, the default is stationary it says that. So, let us ask here that is asks a test what it has to
say for v k, what you expect? Common this is at least we can say we know we are the
creators of v k. What you expect the result in terms of p value let us say. Always when
the two options there is a division; what is in null hypothesis? 0 and pole, at a pole at unit
circle. Does v k has v k come out the process with a pole on the unit circle? Yes. So,
what you expect for the p value lower high (Refer Time: 11:08) that is all. We just that to
think logically do not think that you are in a pressure cooker and we have to go bang

here and there.
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What you say of the p value what you see, fell very high; very in the sense does not
matter high or very high, but generally the significance levels that we choose the alpha
which are the type on errors are 0.05 or 0.01 and the p value is higher than that. Which

means there is no evidence to reject the null hypothesis that it comes sort of unit circle.

(Refer Slide Time: 11:42)

@ RStudio Fle Edit Code View Plots Sesson Buid Debug Tools Window Help ) 2 3 24 E WD FigTAM Q
e0e RStudio
IOES 2 “ o Adding + L Project (None) +
0)co2 sk " Environment History Files =0
Surceonse  Q /- Shon | 89 9Soure o T B [#wponDasets G+
1 o
12 # Load TSA for periodogram beer.. ts 1. 1...Time-Seri..
analysis eeg ts 1. 10.Time-Seri..
13 require(TSA) e =
2513 (Topleved : 2 == R Script » & 0 grchsm
Console - /© box /ch ™| R Augmented Dickey-Fuller Test «
Dickey-tuller = -9.59Z, Lag Usage
order = 9, p-value = 0.01 i e vy il

alternative hypothesis: stationary | Asumens

 numeri vector of time series

alternative indicates the alemative hypothesis and must be one of *stat Lonary"
defaut) or *explosive*. You can specil jus the intial leter.

Warning message: K e el e

In adf.test(diff(vk)) : p-value sma | oeus

1ler than printed p-value e et i e coui st o b ot S
fumber of lags used in the regression is k. The default value of \ §

> | trunc((length(x)~1)"(1/3)) comesponds 1o the suggested upper bound on the rale.+

a which the number of ags, k, shoud e mada 1o grow wih the sample sze for the general
ARMA(p,q) setup, Note that for k equals zero the standard Dickey-Fuller test is comouted.

Obviously will be curious to know what does it have to say about the difference series,
what you expect know election result to be? So, now its 0.01 and typically if you choose

alpha as 0.05 then you have to reject this null hypothesis. Of course, it just sits on the



border line there alpha equals 0.01, but the p value has to be lower than your alpha it

cannot be exactly equal to that.

Anyway, this is the way you formally use a unit root test. And the ADF test has its own
demerits; and as you can see chronologically the ADF test came earlier and then the
Philip-Perron test and then the KPSS test. So, people have been busy doing their PhD is
on these kinds of problems. And subsequently also few other test have come about. The

KPSS test can be use for detecting unit roots in presence of deterministic trends as well.
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Estimating an ARIMA model

Simulated series, ACF and PACF shown below. Goal is to estimate a suitable ARIMA
model.
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(a) Simulated series  (b) ACF of the series  (c) PACF of the series

ACF and PACF suggest presence of integrating effect(s). Nevertheless, we explore both
routes, i.e., fitting an ARMA and ARIMA model.
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So, let me very quickly go through take a couple of minutes and estimate, go through this
example of estimating ARIMA model and then | will conclude that various stabilizing
transformations that will end the non stationarity business. So, here is a simulated series
and we want to see what it means to fit an ARIMA model, what are the things that we
are watch for? You have seen this kind of plots before, simulated series ACF showing
very slow d k. So, there may be possibility that there is an integrating effect. Of course,

you can run the unit root test and not doing that that is a simple exercise.

So, the PACF shows that yes that there are auto regressive effects and if you at to fit in
AR 1 model it say the p ACF at lag 1 shows that you may end up with the pole on the
unit circle. But, if you are to fit an AR model for the given series what is the order there
it is suggesting third order. It is suggesting third order there are three significant one at

least to begin with.
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ARIMA Modelling: Fltting an ARMA model

First possibility is to build a model for the series as is, based on the signatures shown by
the PACF plot, which suggests an AR(3) model.

The estimated AR(3) model is:

. 1
H(™) = ; 5% =0.9617 11
) = Tl im0 i)
(£0.09) (£0.06) (+0.03)
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ARIMA modelling: Analysis of the ARMA model

» Model passes the residuals test as
shown in the adjacent figure.

» Parameter estimates are reliable (low
errors). O
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g

ACF of AR(3) (original series) residuals
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So, we fit an AR 3 model and here you have they AR three model, let us look at the
residual first and then back. The residuals of their three models suggest that the residual
survive. So, we can go back and look at the errors in parameter estimates. Here are the
errors in parameter estimates. And there all fairly low, low to the extent that all the
parameters that | have estimates that | have or significant statistically. Sigma square e is
given to you. | am not told you what the underline process is here straight away | started
with the series, so we will keep that as suspense. That because that is what is close to
reality. Now | fit an AR model although as ARMA model | fit an AR model. So, this



model is satisfactory in almost all respects | have not cross validated, but this is one

model that | have.
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ARIMA modelling example: Differencing the series
The differenced series vg[k] = Vu[k], its ACF and PACF are shown below.

| 'l "”‘ | .ﬂ'd
W (o
Hu""'lihﬂ’v",? Ty

[y
\:i»ll’ vi‘l’] | r‘# .' e

+ LS P P8 8 A b8

i - ' -

(a) Differenced series (b) ACF of vg (c) PACF of v4

The PACF suggests an AR(2) model for v,[k]. For comparison purposes, we estimate an
ARMA(1,1) model, which is also characterized by two parameters. :
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The other option is to difference series because | saw let us say the unit the formal test
gave me let us say that it say is that there is evidence and | went ahead and a difference
series and you can see now the slowly decaying ACF has been replaced by an ACF of a
typical stationary process and PACF suggest that | can fit what kind of a model to the
different series second order I have or | can fit an MA also, either way is fine.

(Refer Slide Time: 15:17)
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ARIMA Modelling: Differencing approach

The estimated AR(2) and the ARMA(1,1) models are, respectively:

1

T 1- 08210 +0243¢2
(+0.03) (£0.03)
(010.04) i

140364
- R o814

T 1-0467¢1 ¢
(£0.04)

Hg™ 42 = 0.9769

H(g™)
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So, let us we fit an AR 2 model and in the end | have also what | have done is a fit an AR
2 model I have also fit an ARMA model both as the same number of parameters. Now
which one do | choose? These are the models for the differenced series, please remember
that. Which one do I choose? Now you can apply AIC to these two models you can look
at one such criteria, but we will pick we 1 am not applying in AIC just for the sake of

illustration we will select AR 2.

Primarily, because you obtain unique estimates that are one reason the other reason is
you can see sigma square is lower. Always your estimate of sigma square e is a reflection
of how well you have managed to predict or capture the predictable portion. Why,
because sigma square e is the variance of the unexplained part always, because its
variance of what you cannot predict. And with AR 2 | have sigma square e lower then
ARMA 1 1 which means AR 2 has done a better job of explaining the give series. So, we
stick to AR 2.
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ARIMA Modelling: Differencing approach ...contd.

e T T L . T e L .

(d) ACF of AR(2) (diff. series) () ACF of ARMA(L,1) (diff. se-
residuals ries) residuals
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And I am just showing you the ACF and PCF of the residual from the AR 2 series.
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ARIMA modelling example ... contd.

» Both models pass the whiteness test and have reliable parameter estimates.
» However, we shall accept the AR(2) model because it has unique estimates.

Thus, a suitable ARIMA model for the series is:
1

Hg(q_l) = =1 =1 -9 (12)
(1-¢)(1- D+ e )
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Therefore, the final model that we have with the differencing approach is an AR 3, but
one of the poles fixed to unit circle other poles are here. So, now the question is | have
two models; | had an AR 3 for the original series and AR 2 for the different series which
one is better. And that is the final thing.

(Refer Slide Time: 16:53)
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ARIMA modelling example ... contd.

» Incidentally the model in (11) for the original (un-differenced) series (11) and the one
in (12) for the differenced series are of the same order. The distinguishing feature is
the pole locations of these two models, as given below

Poles(f;) : 09625, 0.4185 + j0.2344

Poles(f) : 1,0.4104 £ j0.2732

» The nominal poles of H, are all stable, thus corresponding to a stationary model
whereas one of the nominal poles of Hj is on the unit circle. Which model is
preferable?
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Now it turns out that when | look at the poles of AR 3 model you can see that all the

poles are well within the unit circle no problem stationary, whereas obviously with the



poles of the integrating this AR | model one pole is at the unit circle. Now, which one do

| pick? We will pick the first one because the point estimate is stationary.
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ARIMA modelling example ... contd.

The deciding factor is the confidence region for each of those models.

» One of the possible models in the model set of H, has poles located at
1.0324,0.4283 + j0.3438 (the model with coefficients d; + 34,). An explosive
model appears in the confidence region, which is not acceptable.

» The model set associated with Hj does not possess this shortcoming.

In light of these arguments, ﬂg(q‘l) is selected as the suitable model.
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What about the confidence regions? Now it turns out that if you work out, there are many
possibilities now. See what you have to see there are three poles for the AR 3 model and
likewise you will have confidence region for each of those three poles. It turns out that if
you pick one of the combinations, it turns out to be non stationary. And once again using
the arguments that we used earlier we reject this AR 3 model in favour of the integrated
process that integrated approach that is the AR 2 and integrated model. So, the final

model that we choose is this one here; the second model H 2.
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The underlying process

Data generating model:

1+0.3¢7!

Hlg™) = (1-0.97¢1)(1-0.54¢7")
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Although, the data generating process does not have an integrating effect. It has very
close to integrating effect, but estimation errors have forced us; estimation aspects of

forced us to live with an integrated model.

But again it depends on the method that you use to estimate these parameters. If your
method is very good at estimating poles very close to unit circle, they you may not have
to difference series. If it is able to estimate poles with really high precision then you are
ok, but in this case | have use the method that perhaps as not done a great job. So, you
should remember this thing; | will just take couple of minutes on non stationarities and

then we will adjourn.

So, that kind of concludes the integrating effects thing. Now the last non stationarity that

| wanted to very briefly discuss is that of heteroskedasticity.
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Variance non-stationarities
Variance non-stationarities (heteroskedasticity) are of different kinds.

» The ARIMA model can handle series with variance that is proportional to time.
» There are, however, other types of variance non-stationarities:

» For example, variance can change as a deterministic function of the mean.

» Alternatively, it could be a complicated function of the series.

Approaches to handle heteroskedasticity include building ARMA models on variance
stabilizing transformed series or to use the more versatile ARCH and GARCH
models.
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It is a big world it takes some time to pronounce it, but that means it also tells you it is a
complicated process. So, the heteroskedasticity term is used for processes that have

changing variance that whose variance changes with time.

You may say well the integrating process also has that; we have also already shown that
the variance of the random of process changes with time. And yes that is also
heteroskedastic process, but there is something else about the integrating process that
required special attention. On the other hand you do not have to have integrating a fix
you the mean may be changing in a different way. And the variance therefore may be

changing in a different way.

So, the class of process whose variance changes with time are called Heteroskedastic
processes and you will find numerous such processes and econometrics, and to a certain
extend an engineering and in nature for sure. So, there are two possibilities: variance can
be a deterministic function of the mean, that in many processes the variance may be
coupled with the mean. For example, if | take a Gaussian process is variance coupled
with the mean; no, what about the pause on process or what about the pause on process

do you thing the variance and mean are coupled? Yes.

So, non Gaussian processes can have that kind of a characteristic or it could be a very
complicated function of the series. Now generally one has this two approaches: one is the

variance stabilizing transformation and the other is to a build what are known as ARCH



models. Either you work with transformed the series to get rid of the variance changing
with time or you work with generalized set of model another class of models known as
the ARCH or GARCH models. ARCH models have said earlier auto regressive
conditionally heteroskedastic models and that is a lot; that means, we will not discuss
this in the course. But you should be aware and there very very popular in econometrics
and GARCH is a generalization of that. We will not go in to that; I just want to quickly

go over the variance stabilizing transformations.

(Refer Slide Time: 21:07)

Models for Linear Non-stationary Processes

Variance stabilizing transformation

Several processes exhibit a property whose variance changes with the level.
o = Ch{m) (13)

Objective: Find a transformation g(y[k|) s.t. the transformed series has a constant
variance.

Use a first-order approximation for g(.) using Taylor's-series expansion

a(ylk) ~ gluw) + (y[k] = )9 (1) (14)

and demand that o7 be a constant.
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So, assume that your variance is some function h of the mean at any time and what you
want to do is you want to find the transformation that such that the transform series as a
constant variance. So, that is a goal here. So let us say the transformation is g, what we
do is to figure out which transformation will get read of the way dependence of variance
on the mean. We construct a first order approximation using Taylor’s series expansion.
And essentially right g of y k as construct the first order approximation of g of y k
around the local mean. And that is what you have an equation 14. And what we want is
the variance of g of y k to be independent of the mean or independent of time it should

be constant.

Now, you can evaluate the variance of g of y k. On the right hand side you have variance

of two terms: some of two terms the first term is a constant g of mu k at Kk it is constant.



So, you are left with only the variance of the second one. Remember adding constants do

not change the variance. So, when you work out the math it is a very very simple math.
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Solution

The solution is given by

1
g'(m) = (15)
h(pe)
A more general transformation was suggested by Box and Cox (1964):
(ylk)* -1
= A#0
wi=y x M7 (1)
ln(ylk), ~ A=0

where ) is the transformation parameter - user-specified or optimized by an algorithm.,
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You find that the resulting transformation whatever transformation you are planning to
use should satisfy this result. If you no h which is the dependence of various on mean it

says you can figure out what the transformation is, and that is given in equation 14 here.

And from this came about the more general class of transformations by again Box and
Cox you can see box appears everywhere and also the equation is a Box there.
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Box-Cox transformation

» Valid only for positive-valued series.

A Transformation » Transformations can aid in even improving
_1'(3 1/v[K] the approximation of non-Gaussian
0.5 1/v/ulK distribution with a Gaussian one.
0.0 In(v(k]) R
» However, they can also result in violations
0.5 vlk] A
: of Gaussian distribution and other
1.0 | v[k] (no transformation)

assumptions!
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So the general set of transformations that where suggested by Box and Cox they are
known as Box-Cox transformations. And there is a parameter lambda to control the
nature of transformation that you do. For example, if lambda is 1 you are simply
inverting the series 1 over v k or and if it is minus 0.5 your actually inverting the square
root of the series. And if lambda is O then you will be taking a logarithmic my

transformation.

Remember logarithmic transformations are use for example, which have a growth type of
characteristic to the process. So, generally you should remember that these kinds of
transformations one are valid only for positive valued series. And this transformation can
aid even improving this Gaussian approximations or Gaussianity that we are working
with. Remember we said pause on process can have or even in a exponential process can
have mean and variance coupled. The movement you would take this transformation

your improving the distributional characteristics.
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So, | will just conclude with an example from (Refer Time: 24:53), there is a series
called varve which is essentially the deposition of the sand and silt and so on in a certain
location (Refer Time: 25:03) it is an US not in UK. Over a certain period of time if you
were to plot the varve series over so many years, you can see that there are locally

variances exploding; the variances are actually changing with time, but these not an



explosive series as such. So, its stationary process in that sense, but the variance is

changing with time.
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On the other hand, if you take, in fact if you look at the hist histogram of varve it has a

Chi square kind of distribution it does not have a Gaussian distribution.

(Refer Slide Time: 24:40)

z (] 2 T o) B 0D Fig00AM Q

€ RStudio Fle Edit Code View Plots Sesson Buld Debug Tools Window Help P |
ED Rt
Qe - 4 o Adding » & Project: (Nooe) +
002 tsak ~ | Enviconment History  Files Be)
souceonsie Q /- Mhn M 4Souce - ? 0 Fmponuases Gid~
1 e e
12 # Load TSA for periodogram beer.. ts 1. 1... Time-Seri..
analysis eeg ts 1. 10.Time-Seri..

13 require(TSA) =

Plots Packages Help Viewer -
2513 (Top Leve R Script 3 Bzom Bepon- Q) f % Publsh

Console - Dropbon /ch

Warning message: .

In adf.test(difF(vK)) : p-value sma | _ | f
ller than printed p-value § W % ‘
> plot(varve) 7

¢ o @

log(varve)
3

> hist(varve)
> plot(log(varve))
> |

T
100 200 300 400 500 60O

Time

On the other hand if you take the log then you see that the variance as stabilized more or

less over difference over difference segments of the series the variance is kind of

uniform.
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And finally, if you look at the histogram of logarithm it is Gaussian. So, you have to be
careful also this means that if your series is Gaussian somehow and the variance is
changing with time it is possible or whatever it is when you are transforming the series
you may end up changing the distribution and therefore you have to be careful in

working with theses transformations.

Anyway, so we will not go beyond this concludes the discussion on non stationary series.
We will in the next class start off with Fourier series.



