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We will be looking at model predictive control and let me go about some of the ideas, moderate

again, well we have modified population from linear optimal control. 

(Refer Slide Time: 00:31)

Linear  optimal  control  is  technically  a  formulation  over  a  finite  horizon  whereas  this  is  a

formulation which is, you go a finite horizon and it keeps changing as a function of time. At each



sampling instant we are going to solve a constrained optimization problem over a window and

this window keeps moving, this window keeps sliding in time, so that is important. 

(Refer Slide Time: 00:55)

So you solve first the problem over window k to k+p, where k is the current instant, implement

the optimal in to move. Move forward in time; reformulate the problem over k+1 to k+p+1. So

the window size p remains constant and so on. So this window keeps sliding in time and then I

was giving you analogies that this is what, actually we keep doing when you control the system,

when you drive a car, when you drive a cycle or a motor cycle or when you drive your work you

actually keep planning only over horizon and then this window keeps sliding. Of course our

brain is much more complex computer than what you can implement.

 So the window in time and space that we can have can be time varying and sometimes you

might plan over hundred meters and ten minutes in future, sometimes you might plan only for

three minutes in future, you know brain is amazing. You cannot teach a computer to do what a

brain can do, but at least we can approximate what. 

(Refer Slide Time: 02:13)



So what the constant management we actually do this when you are driving, you actually do the

constant management, you make most that will make sure that the car will not go outside the

constrained boundaries. After some time, okay same thing you have to do now, we want to have

a model which is running on board on the computer.

(Refer Slide Time: 02:34)



Is parallel to the plant online in the real time. You are going to do forecasting over the future and

you going to check whether the constraints are obeyed or violated by the prediction model, by

the predicted outputs, okay. So I have just modified a little bit this concept of what is called as

control horizon and prediction horizon. Earlier I had talked about input blocking which is a little

advanced concept.  I have moved that to like appendix in the revised and I am introducing a

simpler idea for control horizon here.
 
This is what originally it appeared and this is what is very commonly used, the blocking concept

which I talked about is a little advanced and you can understand it maybe later. Let us take a step

backward and understand the simpler concept which is control horizon. So what I am going to do

now is that forget about, I am going to a special kind of blocking you can say. See I am going to

plan over the horizon from k to k+p. Typically how much, how much long you plan, your plan

this p is chosen based on the settling time on the system. What is settling time?

If you give a step change in the input the time it will take to settle. So roughly of course with

different inputs the settling time will be different so you take the maximum of the settling time

for different according to you. So how much you want to forecast in the future up to you know

why settling time because you know the predicted effect of current input will be felt after the

settling time. So that much ahead in the future you want to predict. So typically this could mean

for, let us say this is a furnace, it could mean prediction over five hours or four hours, okay.
 



If it is just, if it just a vehicle it could mean just prediction over five seconds. It depends upon the

system and so typically if you quantify in terms of sampling intervals this would be typically to

100 to 200 samples in future. Okay, so it will be about 100 to 200 samples in future. That is what

you  want  to  predict  over.  Okay, now  other  side  this  is  one  picture  which  tries  to  capture

everything. So these are the future input that I am planning. Okay, now since I am going to

implement only one move here, this one u(k), okay, and discard the optimization results when I

move to the next window.

 Okay, what we do is restrict the degree of freedom into the future. In principle we can change or

we can treat future inputs up to these points as the manipulated inputs which are available for

manipulation. We can do that okay, but what we do is that gives rise to a large optimization

problem. Okay, we want to restrict the CN variables so what we do is we typically allow input to

change over first Q sample where Q could be 4, 5, 6, a small number and then we assume that

after this point the input is held constant at the last value which is here. 

(Refer Slide Time: 06:14)



Okay, so the blocking and I have tried to explain this using a different figure now. Yeah, so these

are  the two scenarios  where  you allow all  the  future  inputs  at  the decision  variables  to  the

optimization problem. The other thing is you say that only first five you are allowed to change

and after that you keep it constant, okay. So this first file, this window is called as the control

horizon from here to  here,  okay. The prediction  horizon is  the  window over which you are

predicting  the  future  behavior,  control  horizon is  that  horizon  over  which  you are  allowing

money per input to change after which your rate is constant, okay. 

This control horizon business is come mainly because of from the computation view point, you

are trying to reduce the degree of freedom for optimization process. If you have to solve a large

optimization problem and anyway if  you are going to use only one move out of that.  okay.

Suppose I optimize next hundred input moves and through 99 I just use 1 then first of all I am

formulating a huge problem, okay of which I only trust 1 move okay, then the idea is to reduce

the dimensions but when we you reduce the dimension of course your maniple for that ability

reduces. 

Okay, if you give less degrees of freedom okay the way you can shape the future is get restricted

fine, but you know there is a tradeoff between fast computation online because you have to do

this if you are doing, implementing the predictive controller for a vehicle you may have to do

this for a calculations, optimization calculations in fraction of a second. So in that case you know



that smaller dimension optimization problem convert this faster so these can be done, okay. So

let us move back again and let us quickly go over the basic elements of MPC.

(Refer Slide Time: 08:08)

1 is you have an internal model, well I have developed the formulation using an observer, close

observer but it is very tough, you can use all kinds of things. You can use open loop observer,

you can use filter Kalman filter, you can use Luenberger observer, you can use whatever, okay.

So I have developed 1 in a particular way. Okay so you can use the model which is coming from

ARMAX or BJ, actually I have uploaded yesterday to show you how it can be done for LQG

using both models, one using at lineraised models other using identified models. How it should

be different. 

So that was image files and you cannot copy from that, but you can view what is that. If we are

able to copy tell me I will change it. So then you need a prediction scheme over the future, how

do you predict your future? There are two components of prediction scheme, one is you have to

use the model in to the future to predict future profiles. Second is you have to realize that the

model is never perfect. So you have to have some scheme for compensating future predictions

for plan more investment. Okay, so there are two things, one model is my un-major disturbances

always present; the model we developed in the beginning of your project is they were going to be

valid. 



I mean it is roughly okay, but not you know perfect model, the plan conditions keep changing

and anyway you have a non linear real plan is always non linear you are lineraised so there are

all  kinds  of  possibilities.  So  you  have  to  have  a  scheme  for  compensations  of  plan  model

mismatch and then you have to have a scheme for solving it optimally online. So for that of

course  linear  programming,  code  programming,  there  are  very  efficient  tools  available  and

commercial course are available and you can use those commercial course, some of them are

even oblige domain and okay. 

(Refer Slide Time: 10:18)

So the said that the observer we are going to develop using an observer here and this observer

could be developed to any enemy it need not be Kalman filter, it need not be Kalman predictor it

can be Luenberger predictor, it can be state realization of ARMAX / BJ model, can be anything.

Then I am going to use this to do current state estimation x (k/k-1) is the current state and then I

am going to estimate the current innovation. This current innovation will contain the information

about model plan mismatch.  Okay and major disturbances if everything is perfect okay then

innovation is the right choice but if  it  is not perfect,  if the model is different from the plan

innovation is not a right choice and we use that signal to compensate for the future predictions. 

(Refer Slide Time: 11:35)



So how we do that, you do using this innovation bias approach, you filter the innovation okay

and then you try to find out what is the zero means of the signal. This is done using this simple

exponential filter this is what I have included now is, one minute, I suggest the flight for editing

and filter, I do not know how it is not there, some problem in the version. 

(Refer Slide Time: 11:59)



Okay, so what is the genetic aim filter I have explained this in this one line, unity gain filter is

simply while in continuous domain of filtered signal Y the y is filtered through a first older filter

simple ts1+1 or if you are more comfortable with A. it will be S+A and divided by 1 upon will be

1+A I think. So this is the unity gain filter, the gain of this filter is 1. So the task of this filter is

only to knock off certain frequencies. What are those frequencies that will be decided by how

you choose this t. okay what is it map it to this particular differential equation or this one. First

are the transfer function actually map so this is difference equation. 

This is that domain transfer function which is nothing, but this filter okay first order filter and the

map between this alpha and the time constant you might be more comfortable when it comes to

filtering it might be more comfortable thinking in terms of a time constant or a frequency other

than you know discrete time alpha. Okay so this here to work with this t here and remember this

mapping at alpha =exp (-T/t), were T is sampling time. 

So this is how you filter a signal. Okay so this filtering of this signal this is the filtered value so

new filtered value is alpha times old filtered value plus one minus alpha times the new input

which is coming Y.  So Y is filtered okay and depending upon how you choose alpha the signal

gets filtered to this first order filter and then.

(Refer Slide Time: 13:40)

I will just showing here this first order how it looks. So for different values of alpha how does a

filter signal look this blue signal is the original signal without filtering and the other three signals



are filtered signals for different values of alpha. So this alpha is a kind of tooling parameters we

have to choose the tooling parameter between 0.8 and 0.99.

Okay and when you do your control LPUG or MPC whatever this particular parameter will have

to change to get a good behavior. You can, I have given starting guess is 0.8 anywhere between

0.8 to 0.99. You have to try different values. It may happen that for higher values the system will

start stabilizing, for lower values it may not. Okay so after we find out this business then comes

you know suppose we are given a future side of manipulate inputs uk+1, uk+2. 

(Refer Slide Time: 14:56)

Okay at the moment I have not put those constraints of control and all that. I am just checking

that we are giving all the future input for manipulation. How will the prediction look like? 



(Refer Slide Time: 15:10)

Okay so the prediction will look like this first that this z (k+1) is the first prediction I am going

to correct this using the innovation filtered innovation and I am going to correct this y predicted

also using the filtered innovation. So this correction here this brings in somehow the effect of

unmajor disturbances plan more a mismatch to the future predictions. Okay all that I have done

is that recursively use this model.

Okay I have recursively; main thing is that the first point on the prediction is connected with the

observer in the past. This is the connection this particular straight main is the connection between

the prediction in to the future and observer which is working in over the past. Okay so this is

what,  where  we connect.  So initial  point  for  the  prediction  is  same as  the last  point  of  the

observer that is what I am saying here. 

(Refer Slide Time: 16:07)



You just see here I have this observer here. My observer at time k I predicted estimate of x, so I

have to start my predictions from the current point. Where am I right now in terms of state I am

at x(k/k-1). Okay so once I do this match in between the past and the present okay then I am

going to just reversal the use basic question over the future. Okay and carry out the predictions.

So our raw implementations  of predictive  control  will  just  involve a  fore loop. Okay a raw

implementation with involve the fore loop in which first this will be the first at you know j=1

this will be done then this value will be used here. 

See you do not have to do all these expansion you just first in a fore loop you compute z(k+1)

use z at k+1 you will get z at k+2. Using z at k+2 you will get z at k+3 and so on. Just put it in

the fore loop you will  get the predictions.  Okay for every guess how you able to solve this

problem we have to release it once in the last lecture, an optimization problem. So you have to

compute for a guess of the inputs you have to compute the future predictions. That you do in the

fore loop. Then you compute the objective function for the optimization problem and due to the

optimizer. Optimizer you will do the rest. 

So here what you can do is that is a n optimization program and we can use the optimization

program called f and com. Okay, so constrained optimization program in which you can specify

the bounds you can and you have to give a you have to write a function in which the objective

function is constructed using model predictions. Once you do that okay you can implement your

model predictive control scheme. 



(Refer Slide Time: 18:25)

So now I have explained this in terms now as well as program is in this concern I need only this

first statement and the statement and the statement and the statement. I have explained this like

this in terms of all the future inputs and also all the future and zhk that is because I want to do

some interpretation. I said that prediction p step high prediction the future is function of two

things. One is happen in the past that information is bought through or three things actually.

What happened in the past that is initial stage of the model.

 Okay then all the future inputs that you are going to input moves that you are going to make.

Okay and this will bring in the information about the past disturbances and past model plan

mismatch. So this is the compensation from model plan mismatch. Okay so this is how you do

the predictions okay and this is the interpretation of those predictions.
(Refer Slide Time: 19:28)



And here of course p is called as the prediction horizon. Now the next question is that so that is

the guess know. See the way optimization works is that you guess. So you give initial guess from

that it will compute the objective function compute the gradient and then there are methods to

generate new guess from the old guess. 

Okay so the way this is going to work is each time you have to do a prediction. Okay so actually

what you do is you write a function in which given a guess you generate the objective function

that is your job. Okay and what will the optimizer do, from the old guess to generate a new guess

evaluate the objective function that is the all the optimizer. 

So optimizer will keep generating new guesses till certain criteria, that is a necessary condition

for mathematics to satisfy and then it will terminate the optimization. So it may in the relative

process okay for every guess optimization generate I have to construct the collections evaluate

the objective function and give it back to the optimizer. 

Okay  evaluate  the  objective  function,  evaluate  the  constraints  and  then  tell  the  optimizer

situation at there you are for be given guess whether you are inside the constrain boundary that is

business of the optimizer. Okay so you I think of an optimizer as a supporting available to you to

which you just supply an objective function.
 
Okay so what is what is in the objective function even guess of the inputs to carry out predictions

over the horizon, you think those predictions you find out difference between the future head



point and the future predictions find thus objective functions calculations and then give it back to

it. Okay so actually technically what we have done is something like this.

(Refer Slide Time: 21:47)

We have done prediction using this kind of a model. What we have done is that we have assumed

that very well unknown disturbance. This unknown disturbance we have primed at EFK. Okay

and we have assumed that  is  unknown disturbance  remains  constant  over  the horizon;  okay

actually this is called as integrated white noise model. 

Okay I  have  practical  implementation  of  this  integrated  white  noise  model  and then what  I

showed you in the previous slides. Okay, but philosophically it means that I am actually doing

this. I am actually solving this plus this equation together where as the initial condition for this is

nothing but the filtered innovation.

Okay so whatever we have done at here can be written in a consectally like this. So actually what

I going to highlight here is that to remove offset or do account for do model plan mismatch we

have to introduce them integrating element into the controller. With integrating elementary to the

controller  is  introduced artificially  and this  artificial  business comes through this  augmented

equation. 

Okay so this artificial state epsilon has been introduced into the predictions and then business use

to compensate from model plan mismatch. Philosophically this is what has happen practically it



means of course we have you know this s coming here, if you eliminate all that p it is actually it

is this, but conceptually it means that you are adding together. 

How many integrated elements you added you near added integrating elements equal; to number

of outputs, because ES. This is the innovation. Okay so you actually augmented the system with

extra states which is equal to number of innovations is equal to number of involvements, so that

is how you get rid of the offset. 

(Refer Slide Time: 23:49)

Now constraints on the inputs and the simplified constraints. Okay, not input blocking. Input

blocking I have moved to the end of the slides. So this simplified constraint, you are going to

allow on the first Q moves to be freely changed after that I am going to make a constraint that

after q, q+1 up to q+p-1 is equal to this. Okay so first q this q first moves with probably mean on

the 5 moves or 6 moves or 67 moves. 

That  is  because  it  is  not  be  repeatedly  solve  the  problem.  Okay  that’s  why  we  make  the

simplification if you have lot of computing power and if you have you know the computing time

is not a constraint. Then you not have to put this constraint. This is moiré from a practical view

point. Right so this in the control MPC terminology this is called as a control horizon. Typically

industrial implementation this should be five or six certain and a prediction horizon will be 100,

150. So you allow next ten moves to be chosen freely for the optimizer and of which implement

only one. 



(Refer Slide Time: 25:19)

Okay and here this one so this were you know see x is the observer, so here deliberately it kept

two notations, one for prediction and for observer. Observer is giving the past. So predictions for

a given guess you will predict. That predictions may not happen, okay so that is why what I have

done so will move here. 

(Refer Slide Time: 25:47)



See, where is a governing equation for the plant dynamic equation. Okay what is that we are

going to use the observer for asset model for prediction? Okay I want to use the observer now

observer in the past and observer in the future. Okay I want to keep them separate so that your

understanding is clear. Okay so I am going to use n two different notations. Okay so when I am

saying x here when I am saying x so this is my observer so I am using observer to do that current

state estimation. This is at k and standing at the k is instant. Okay I want to estimate the state at

the current point and then using this state as a initial point I want to predict into future. 

Okay so what I am going to do now is this clear up to this point. This point is clear. So now this

so this innovation, that is okay. That is fine. Okay now look the equation, so now I am going to

use the same model for future prediction. See u is the future input. I have not actually made it

yet. I am just contemplating depend inputs. Okay suppose I will do implement UK given k. what

would be the prediction? The difference equation is given me. I know five, I know gamma, I

know L, I know C. Okay one mistake I have made is that it should be, here it will be z. So this z

here. I will change that. I will correct that. 

It should be z (k+1) should be here. Okay and then what I am doing is initial state of this. See

you need z (k) here to go to z (k+1). Okay where are you going to get that from the observer in

the past? That is the connection between the prediction and the past. Okay so that is the error

here this should be z (k+1) here. So here I have corrected that. 

(Refer Slide Time: 27:58)



So here there is a type 1. Okay I will correct that. So you get it now so once I get this prediction I

can use this prediction into the next prediction. Okay and then I can go you know jumping in to r

hoping in time in future. Okay from k+1 to k+2, k+2 to k+3, k+3 to k+4 and I am going to do

this up to k+p in the future. So actually what I have done if you look carefully when I have, see

this one I am saying this future error is equal to EF. Okay I move to the next point. Again what is

the future error I do not know? Okay so is the best guess for the future error? Current error. So

that is what I have done. 

So  see  all  these  other  signals  I  am  using  future  you  see  here,  but  what  about  the  future

disturbance? Can I ever predict future disturbance? I can never predict future disturbance. Okay

so  I  am saying  that  the  best  estimate  of  the  future  disturbance  is  the  current  value  of  the

disturbance. Okay and then I am going to just use it see even three state, I am using this EF and

then if I go p step I am still using EF. 

(Refer Slide Time: 29:28)

See  all  the  other  things  are  future,  but  the  disturbance  estimate  is  current.  Okay  so

philosophically what does it mean? It means that you are making a model which is of this form. 



(Refer Slide Time: 29:47)

This  model  predictions  okay in  which  so you are  saying that  the  future  is  going to  remain

constant is equal to the current distance. Okay so conceptually doing that is equivalent to this

model. Okay these two are one and the same. From the theory view point it is important to write

this, actual implementation is what though the equations you are not going to you can actually

substitute this here you can substitute this here and get rid of this equation. Okay, but that is all

fine, but philosophically you have to do this. Okay philosophically you augmented the system

with extra integrating states. Okay that is all. 

(Refer Slide Time: 30:37)



So then I have this future manipulated variables which I have some degrees of freedom and then

I of course have constraints. I can see unlike all other control schemes. Why I manipulate the

control schemes have become so popular. Because all the other control schemes you just do with

one gain matrix. Okay it is difficult to or gain matrix for one transfer function for control the

transfer function or whatever it might be. You cannot systematically hide the constraints. 

(Refer Slide Time: 31:06)



Here you are solving optimization problems so tell  the optimizer that do not choose a move

which is outside the bounds. It is so simple. Okay you are actually doing time domain bolections

so you can say that do not choose a move that will let the prediction output to go beyond. Okay

so it is expressed you know your control problem as you think about it you can transfer it into an

optimization problem. It is very easy. You can give bounds on the inputs and real systems are

always  bound  from  the  inputs  and  all  the  analytical  control  theory  cannot  deal  with  it

systematically. 

Okay so what you do there you know when you are actually suppose you have to implement or

LPG controller with bounds. All that you do is that you know you put a leave statement. If LPG

asked you to implement the move which is higher than what is fusible then do not implement it,

it is equal to okay , so that is called you know, it is called reset wind of mechanism, but do there

of half majors you know you are putting if then as statements. 

That  is  not  maths.  Right  where as here when you put  here a  optimization  problem you are

actually using formal mathematical techniques. Okay so you can constrain delta u you can see

many times you cannot change.
You cannot open the valve from say a 50% opening to 100% opening in 1 second. Okay are you

cannot change a step promoter from you know at beyond a certain rate. So there are always

physical limits and that controller should know that there are physical limits. When you just put a

gain times sometimes if the error increases the delta u increases that they not happen here. We

actual can constrain the inputs. 



(Refer Slide Time: 32:52)

Okay so I will just try to pictorize this control horizon input constraints and all that. 

(Refer Slide Time: 32:58)



You know I talked about last time about future set point trajectory. Okay how do you want to go

from the current point to the final point? Okay like you have cruising an aircraft and then you

want to go very slowly it is the new set point, new height or whether you want to shoot very

quickly and go up it depends upon application you can actually decide of future trajectory which

starts from the current point and takes you to the final set point. So this is this can be done using

a first older filter and then different values of first older filter will be view.

(Refer Slide Time: 33:34)



If you do not put any filter it means the set point trajectory is the step. If you put a filter it means

you are taking it gradually. Okay if you do not put any filter if you say that the set point at the

next instant should be equal to the set point. Okay if there is no filtering it is like a state function.

If there is a filtering then you are taking it gradually. Okay so it depends using parameter this is

not this.

(Refer Slide Time: 34:06)



Then of course I talked about steady state target business in LQ medial quadrant optimal control,

same thing you have to do here if you want to do a, except that I have put this an optimization

problem,  because it  is  quite  likely  that  you have set  point  may not be reachable  within the

bounds. Okay so then you have to come to the target which is not equal to the set point, but as

close as possible to the set point. 

Okay operator might give a set point which is not reachable, okay within that input bounds so

that you have to modify that target problem here little bit. When you implement mpc you do not

have to do this forget business. Forget about of course if the un constrained solution exist that is

the same as what you get from LQ part. That you gone different. That is the same. 

(Refer Slide Time: 35:06)



So what is this constrained MPC formulation constrained MPC consist of an objective function

at  3  terms.  One  term this  first  term  is  distance  of  the  predicted  output  from the  set  point

trajectory. Okay what I am going to say is that minimize the distance between this is some of the

acquire of distance. This is error transverse w error. What is this error, this error is set point

trajectory minus the predicted output. 

Okay so I want to minimize the difference between the future set point trajectory which have

given and the future predictions that is done over p.You put one more term on the final terminal

point okay, you put one more term on the terminal  point.  This terminal  point term is this is

between the target states.

The target state business now and all that leaving the implement LQOC will be clear to you

target state business. So you take it the system as close as possible to the target state so these two

will beg sure that you know you are cruising or you are doctoring the future behavior as close as

possible to the desired trajectory. You want to do it such that no excessive moves are made in the

future. So you do not do it by you know making large input news.

So that is handling to this input waiting. Okay you put a waiting on rate of change of input. Okay

typically into a controller. So data u is different between two subsequent I think this modified

norm, because no that is no input block and while change this. Okay what are the constraints of

this model equation, of course the constraints set to the model equations. 



Okay  every  time  you  give  a  guess  the  optimizer  have  to  compute  predictions  using  basic

questions. Okay that is and bounds on the outputs. You can bound the future outputs which are

something  completely  different  from what  other  control  can  do.  You  can  bound  the  future

predicted outputs and then of course input bounds input rate bounds everything you can listen the

optimization problem.

I have given you one way of formulating optimization problem as quadratic norm optimization

problem. Somebody might say why here this is two norms square right. Why two norm square?

Why not one norm? Why not infinite norm? Why you can use infinite norm? You can use one

norm, you can use all kinds of, in fact people also use out MPC operative function as a profit

maximization.

 So you can have very open problem were you know the optimization problem is a big decide the

future so that the profit is maximized. Okay conventionally of course you do this optimization

business. There are some more important things which come in MPC, which are not there in the

other. I want to highlight this to this. 

(Refer Slide Time: 38:25)



Okay sometimes you do not want to control an outside precise at a set point. You do not mind if

it fluctuates with in a bound. Okay so for example you know some concentration or some you

know some temperature of in some reactor is very, very important for the product purity. What

the level inside the reactor it need not be exactly at you know 7.2 meters.

 It can be with in 7.5 and 7 meters. Okay so what I can tell the controller here is that do not

control level at the set point as longer it is within the bounds its fine with me. So this is called

zone control variables and this is something different about MPC. You need not give a set point

or the particular output you can just say that maintain it with in a bound.

 Okay which is move practical in many situation, so you can actually allowing giving freedom to

the controller not to take certain outputs exactly to certain values, but allow them float with in a

bound.  So all  these  things  are  possible  with this.  Okay so the  controller  specification  is  so

transparent and so straight forward from what you think. See if you ask a operator or even a

control engineer as you go there and said translate your controller requirements in to frequential

domain design criteria, but so you know popular techniques in control of frequential domain,

very difficult to translate that. 

That we will take care. Okay what is the bound on the input you know what is the bound on the

input what is the rate at which you can change you know what rate you can change. Okay what is

the physical bound on the predictor of, but you know what it is. So all these things can be very

transparently you know convert it in to a controller specification. 



Okay it can be flexible if a frequency domain controller is to be redesigned you need an expert

who understand frequential domain who can who will go back do the calculations, here is an

optimization problem which is solved at every instant. Right suppose I formed I had one side of

constraints today I can change them tomorrow. So this particular formulation predictive control

formulation is very very flexible. Nothing more flexible all you can think of. Okay so how do

you compute this term here w infinity know you control if you do it using solving Lyapunav

equation then you know you can guarantee some properties. 
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Controller requirements into a frequents element defined criteria, popular techniques in control,

my control of frequents element very difficult to translate that.  That is on the, what is bound on

the input? You know what is the bound on the input, what is the rate that you can change, what is

the rate you can choose. What is the physical bound on the predicted output?  You know what it

is.  

So always things it can be very transparently converted into a controller specification. It can be

flexible.  If the frequency domain controller to redefine you needs an expert who understand

peoples element.  You will go back do the calculations; here is an optimation problem which

solved at every incident.  



Suppose I formed I had one developed constants to that I can change them tomorrow. So this

particular formulation predicted control formulation very, very effective.  Nothing more flexible

we can think of.  So how do you compute this down here w infinitive you can show that if you

do it using Lyapunov equation then you can guarantee from properties.  

So I am not getting into that political aspects, but just believe right now that how do compute,

you can solve this Lyapunov equation and get daily activity.  Well which has been implemented

over the years and found to be stable and working and all that of course know academician all

that well that improving properties and then where have been done a work on theory to establish

theoretical foundations of evitable. 

When it works 1000 of cases now we are trying to satisfy all the theory of Lyapunov works here

and I am not given those all the details applicable to show stability, remember to upload some

more theatre this year reference. Well then, what you do of course implement this in moving

around the foundation, you only implement the first move optimal move and he told the rest and

then you move on repopulate the problem again resolve it and so do the implementation. 
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Now are there efficient ways of solving this, well raw optimation problem which I discussed is,

can take lot of time to solve. There is something called quadratic programming, if you have done

a course on horizon optimation for Lyapunov programming.  Quadratic programming can solve,

the same you have do reconvert this problem into the quadratic programming that is algebra I

just showed you the procedure. I am not going to go detail into that equation that is just lot of

algebra.  You have patiently  certain keep doing this  equation  rearrange all  the equations  into

certain forms and then you can solve it very efficiently.  

So the nice thing about predictive control is that, it can be used for a systematic non-square. The

number of inputs, number of output may not be equal. There can be more outputs than the input,

there can be more output than the input, that can be input than the output, that can be equal, that

can whatever.  Does not matter.  Same ideas, same optimation formulation work for any kind of

input, output mapping. So when I said when the number of outputs are more than the number of

inputs you have do a variable, you cannot maintain all output to the point.  They were some disk

can be predicted to theoretical. What is this quadratic program in business?
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I will just briefly mention it and then go into too much this detail.  Details have given in the

notes. A mathematical constrained optimation problem is called as a quadratic program when it is

of this  form. So the optimation problem that we talked about just  now manipulative control



problem can be transformed this one. The u here or the future it use H is a complex matrix of phi

gamma c and all that and then this F is another vector and if you will again the future input, so if

you have this quadratic equation as objective function.

 Subject to this bounds AU equal to B then this is called the quadratic programming problem and

these quadratic program problem can be solved very, very easily in short time in mathematical

terms. They can be solved in fraction of a second. So if for example if you do this exercise that

you use mat lab’s, this is a constrained optimation problem.  I think it is a programming. 

If you use the mat lab traditional constrained optimizer and if you use quadratic programming of

mat lab program called quad prompt with the quadratic programming, then quad practice 10

times faster than the normal optimation and of course for how many information when you want

to solve one optimization problem each sample an instant you can do very fast computing. 

So this transformation of the original problem is the quadratic problem is desirable. Of course

when you do your assignment do not do this, you do it as simple write a prediction equation. Do

it in the raw way when you do it your assignment, but actually real time implementation you

would be use in quadratic program. So you are going to transform the original problem into this

kind of a problem and there are very efficient  QP course available  commercially  or even in

public domain and you can use them to solve your problem very complex problems, very large

scale problem.

(Refer Slide Time: 46:30)



So this controllers I will show you they might have 10,000 different variables and you can solve

them in few seconds if you use this efficient quotes. So how do you do this?
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What I am going to do here is develop, just show you very quickly how to transform the problem

into quadratic problem. I am going to neglect right now that terminal target set business, but that

can be included I am just removed it because keep the algebra simple. So do not think that it is

cannot be done with that. 

So what do you do is you define a vector of all the future inputs start one below each other. For

this U, U future F is all the future inputs that one below each other, this is why future F is all the

future predictions start one below each other. And then all those prediction equation I am going

to start below each other and write one joint equation.



(Refer Slide Time: 47:33)

Why future is some matrix into the initial stage less some matrix into all the future inputs, less

some matrix into year. So what are these matrix as SU and SE, these of course if you sit and

write all those equations one below each other and then take u common. If you do the algebra

you can find those matrixes. So the matrix is turnout to be some huge matrix. 
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So this  matrix  SU will  have  dimension  equal  to  number  outputs  into  number  of  prediction

arising. Suppose you have number of outputs are 5 and prediction arising is 100 this matrix will

be 500 clause whatever, number of inputs trying to control arising. So suppose number inputs are

5 and control arising is 10, so it will be 500 cast 50 matrix, huge matrix and then doing this

metrication mat lab is not difficult, 500 cast matrix this stage at the mat lab. 

So this matrix is often called as dynamic matrix and if you observe carefully and if you know

what  are  impossible  of  coefficient  from your  previous  understanding  of  system theory  and

actually this matrix consist of all the system impose called coefficient system and it was initially

called dynamic matrix of the system. 
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So basically you are written in the system in terms of three things. All the future predictions

starting to one is equal to one matrix into all future inputs and these two matrix are bring in the

effect of past state and past disturbances. You have written by the one all the future predictions

into one joint equation, one joint matrix equation. 
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Then you can write your MPC problem in terms of this joint vectors. So huge matrix and then

you are doing some algebra.
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You convert this into mapping between all those matrixes and so this is just a lot of patience and

you can  convert  all  those equations  into  this  complicate  version,  nothing great  about  it.  So

basically  you  have  transform  the  problem  into  this  quadratic  problem.  If  there  were  no

constraints this quadratic problem can be solved automatically. If they were no bounds on the

inputs there were no constrain then how do you call this what is the definition of this?  

If you transform the solution okay if you is it is f vector as exact k/k-1, e, e f(k) and all that.

Okay you can rearrange the solution unconstrained solution you can rearrange in to this half.

Though in suitable algebra you can rearrange in to this form. 
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Okay I am showing you this is because I want to point out that MPC actually the state feedback

control. Let us see here. Uk is gx times negative state feedback control. The same it is a follow

for state feedback control the design. Okay unconstrained MPC will tell not to be side feedback

controller.  Constrained  MPC  is  a  state  feedback  controller,  but  not  in  the  close  form.

Unconstrained you can show it in the close form. 

Okay  if  you  are  doing  unconstrained  solution  okay  then  you  do  not  have  do  in  a  solve

optimization  problem every time you just  compute this  matrices  Gu, Gx, Gen and then this

multiply you will get the solution. Okay so there is nothing so you get what I am saying. So this

unconstrained MPC is actually is a follow for state feedback controller. Okay and then you can

of course with unconstrained MPC you will not real to be use in typically in reality. This only to

give you inside that actually MPC the follow here the state feedback controller and reality.
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When you use MPC you will use with the constraints actually sure have input bounds if nothing

else. The bounds are always, yeah all the difference is the final horizon. This is the final horizon

problem whereas LQG  is a infinite or other problem and the what see here in the LQG here you

are able to give constraints on delta u. okay so this is then you know very nice handle on module

plan mismatch. So it is not too different if you were if you ask me if you have to do implement

and you know a scheme which is unconstrained. 

I do not see too much advantage over LPG. I would then implement LQG why go for. Okay

again LQG does it give close form solutions I do not know. This can be LQG unconstrained

MPC why LQG is a form of LQG with idea moving horizon. See LQG remain the idea for move

horizon. Okay so basically the idea is that this original problem can be recast as to be problem

and then you can actually solve it as very, very efficiently. 
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Okay  so  yeah  one  can  do  of  course  I  have  developed  one  way  of  doing  MPC using  this

innovation by his you can do his state augmentation and then formulate MPC were I mean MPC

has been a very rich area almost 30 years of research and this area around. There are so many

ways of doing it. I have just showed you one possible way which I like which it is more of

personal test. I have done it using close up observer, but originally it was not done using close up

observer. Originally it was all done using open loop observers. So originally all these methods

could be used only for open loop stable systems. 

Now of course you do not have to do all that. Then of course you can, I have done it using

Kalman predictor but I just wanted to note that. That is not a restriction it can be done it using

any form. 
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So there are different tuning parameters, you can choose the set point filter trajectory, you can

choose the Robustness filter this innovation by his filter there you can tune. Then you can tune

the control horizon prediction level. You can actually set the delta u moves so all these are tuning

parameters and then this tuning parameters are very transparent meaning in terms of performance

they are very, very transparent meaning. 
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So typically prediction horizon you choose between 60 and 100. Control horizon is between 5

and 10. These are from industrial implementations, I am just giving some numbers which are you

can give zones instead of giving set points. So all kinds of.
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Just to show you one example, this is a problem from which is quoted by the Shell refinery, so I

want to control three set points. There is a, there is some heavy oil which is being separated into

lighter products and heavier products. Okay this is one of the typical operations in the refinery,

so the feed is coming here at the bottom and the steam is being injected here at the bottom, so I

can manipulate the flow that the top draw that is the flow rate here. I can manipulate the flow

rate out here. This is the feed which is coming in. 

And then I can manipulate the heat input here. Okay this is called u3 is bottom reflex duty is

nothing but the heat input here to this feed exchanger and I can manipulate this product rate, I

can manipulate the side product rate. Okay there are two disturbances, some part of the liquid is

taken it is sub cooled and put it back. Same thing is done here, now this cooling fluid for this is

coming from somewhere else. So these two are actually disturbances. If you do not understand

the Physics do not worry, basically as a control engineer I have three end appointments during at

I want to control the purity of the product here. 

Okay and I want to control the temperature at this point okay, just look at the blood box three

things, two product compositions, one temperature. I have measurement as a level for the two

product compositions and the temperature.  I can manipulate three inputs, the top draw I can

manipulate this flow rate here again manipulate this flow rate again manipulate the heat input.

Three inputs, three outputs, two disturbances. Okay with particular system has large time dealers

to very typical system to control it has very heavy interactions. Okay so it is a problem by the



people work in control and they have given this model and then you can convert it in to state plus

model in to specifics and so they also specified.
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The input rate constraints input constraints everything they have given either description on the

problem.  Okay  so  they  have  set  that  the  input  should  not  cross  limits  of  (+)  or  (-)  0.5

disturbances will not cross (+) or (-) 0.5 at any control move should not be in more than 0.05.

Okay so designing an LQG control that will make sure that this happens, will not possible. Okay

will have trouble, so or even a bid controller or you cannot design you can enforce either you

know I hope major  that  if  it  gives you higher then do not  use it  and discard,  but there are

constraints on the output.

Okay it just says that the y3 will not be controlled at the set point y3 can be above (-0.5). They

have given everything into these variables, so we do not know at physical variables and then they

have said that y1 should be between (+) or (-) 0.5 will the constraint. So you have to operate the

cont system under these constraints. Okay so I have developed the MPC controller for the system

using 40 sampling constraints. The model is I have done the same thing that you have done in

your course I took this as a plant then I injected the inputs. 
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Okay I use system in to the central box develop a straight model. So I am reading this plant as a

blood box. Okay I am deleting data using it to develop a prediction model.
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That prediction model I gave use for controlling, I am going to compare my performance with 3

PID controllers.  Okay and what I have to show you is that three well  tuned PID controllers

cannot  manage the  system so well  as  the model  predictive  controller  cap.  Model  predictive

controller  is  a  multi  variable  controller  with  more  constraints.  It  is  a  very,  very  advanced

controller. There is exactly three PID controllers which are like three drivers in the car who do

not know about each other. So I have three controllers which you can see here.
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That black line is the PID controller, this here, in this black line. I have given a set point in here.

The MPC controller very quickly set. This blue line is the MPC controller. Black line is the PID

controller. PID controller that is either side, you have almost 12 to 15 hours, MPC cycle period is

5 hours. You cannot see it here. This is the set points I have changed. Here also this blue MPC

with cycle period in 5 hours, PID that either side. 



So same thing is whenever you converting, MPC is typically, it takes you to from one set point to

the other set point very quickly because the multi variable controller, it avoids any editing for

especially for avoiding multi level interaction. The model itself is a multi level model, it may

have interaction.  They are standing on the inputs  to  well  connecting.  The input  profiles  are

continuously different for MPC and PID. 
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So what about the regulatory cut phase, idealic cut change in the input differences and then they

also given you a part of the description. They also given what disturbances include and all that.

So we get this include disturbance reduction in using MPC. 
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Here is just the disturbance you have given and they send we were clear that it could be.
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When I  change  one  set  point,  the  other  two set  points,  the  other  two outputs.  I  have  now

introduced different disturbances. Earlier I had cut off WTI/2. This will surely clean behavior.

Now I am doing simulations here with undelayed disturbances noise, everything is here. What I

want to show here is that when I change one set point other two variables nothing happens. 

When I change this set point this variable and this variable are around this control. It is same as

not good here. So it give the kind of a decoupled response. I think the other group does not exist.

It is well known that there is one controller which is looking at all three things simultaneously. 
This MPC is much more, and then of course you can do better reactions. 
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What I have I told you is just basics, there is a lot more to learn. 
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Well  as  control  engineers  you  should  bother  about  nominal  stability  and  then  impose  the

constraint that, state constraint that x=0 and then we can establish stability one end have to be

favored. I will really reference it towards the end if you are interested in pursuing that. Then

otherwise there is an approach which is called as introduce contraction constraints into my MPC

combination. 

What are the things shown is that, you can construct Lipunov’s function directly with the MPC

objective  function.  So  you  can  actually  proof  stability  agent,  the  MPC object  you  need  to

observe. So I am not going to go into that. So you can. 
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This paper by Muske and Rawlings in 1993 one in IEEE conventions of automated control. And

other one is  AICTE journal both of them  are  same frequency I  have given reference in the end.

They will they this particular paper sorted out most of the theoretical issues so they, they are

considered to be very and put it into the states space framework LPG framework. 

So details you can see that, basic idea is that you know you put this constraint that xk+t=0 so it

has been the 0 state sometimes if you put that constraint and you can prove liapunov stability. If

a critical solution exits for the system and liapunov state control.
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And then how do bend in robustness into a system and so on, so there are already many, many

commercial products I am looking that Dr. Jogish Naveen talk about one such product. So I am

trying to organize this lecture after the exams are over and those of you are here should attend

that lecture. 
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So this a home of survey paper machine in back bell and apologies paper in model if you are

interested. So and these companies there are many such companies which actually implement

these controllers in India. They want people who are trained, who know about predictive control

system identification  for  information  and there is  work for people who know this.  So these

controllers  are  very  much  there  not  just  global  neediest,  cControllers  are  here  now  been

implemented occur so.
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So it in the survey of functional diagram paper where these are implemented, you can see that

you have been implemented in refining petro chemicals, ball point paper, chlorine gas, utility,

miming metallurgy, food processing aerospace and defense, applications at 2003 well as I am

sure now there are exponentially grown. If it is this is changing with the engine speed of macro

process and computing possible. But 10 years back you had 80 old computers or you can almost

say that and what is the available now on your mobile probably you could be alone with desktop

10 to 12 years back. So things are moved very, very fast.
 
So you can because it is used in automatic applications or robotics. as I said, the latest thing I

have heard about was using it on Google. Google is hiring people with okay, you want Google

jobs you could go with Model Predictive Control method London they could like to hire you,

you can do prediction models for you know hoe see you have to allocate resources okay, of

computers through service to the customer demands.

And  they  are  stochastic  disturbances  and  you  can  develop  a  Time  Schedule  Module,  do

Predictions  and forecasting  and when you research  allocation  okay,  so they  have  so many

problems. Ultimately Predictive Control is not only for a success plant, it is for predicting where

you can develop a model do forecasting for future horizon and then do allocation. So and then

you implement your move only for let us say next 10 minutes to take call for relocating after 10

minutes.  



So Predictions horizon could be you know some 2 hours or 3 hours into the future.  You can

develop a model on the fly data is coming you can adopt the model within time series approaches

develop the model on the fly do predictions.  What is the largest application of MPC?  How

many output control and how many input manipulated okay that is there in the Canada in one of

favor in Canada largest one is 600 outputs.
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And 283 inputs, 603 outputs and 283 inputs.  The huge controller well my cousin happen to work

on the controller.  He is detected from IBM and he works in a control company in Canada.  So he

was telling me that the model for this particular plant is like a book.  If you want to look at the

transfer function you have to scan a book, because it is a huge model.  It is a transable model or

whatever a model which is DMC they have solving developed a transfer functional kind of a

model which is 600x283 inputs matrix and to look at the state response itself is a trouble and

then to fix which part of the model is bad his work was to fix which part of the model is bad

which is to forget off.  

Then honey well application largest application they had implemented in 2003 was 225 inputs

and 95 inputs and controllers with 30, 40 outputs and 20 inputs in common and now actually

invents are using and NPC yourself of the self module micro pace case model where you can do

5 input and 5 output control.  So basically you should know how to develop a model.  The key



thing is if you develop a model, prediction model and you can get going multilevel controller.

So this is 2000 period of time nine years I am sure.

(Refer Slide Time: 01:10:05) 

We just hey are not receiver of very closely guarded technology, not too much thing is available

on the open literature because these controllers would cost in crores.  These are not cast these are

not  cheap  control.   Implementing  them  maintaining  them unique  specialist  who  have  done

advance process control course and you have to have you know the cost of this controller is very

high that has been one of the reticulum of this thing that you need a specialist, see a periodic

controller now is need a specialist implement.  But that is on the capability, so still  that is a

limitation which say limitation that you need but then we are in business because you need

specialist  to  implement  this  and you can see here this  figure speaks for itself  this  is  before

advance process control which means MPC on the implemented and after enter flowed node. 

So these two control outputs are all over the place before it was implemented and is the industrial

data. Okay and when the implemented MPC controller this control output is just hugging the set

point then worry about what part of it reduce look this visually this figure communicates what it

can do in a real industrial plant. 
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Okay when there are many, many things you need as we have develop using linear models okay

linear models have limitations and then you can actually do everything using non linear models.

So one can actually this linear models can be developed when there is planned which is operating

at a point. Okay when there is something which is continuously in transition like an air craft?

You cannot have one linear model will describe the dynamics. So you have to have modifications

and there are several, several modifications. 
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So there is you can use I use those stake place models to explain you can use non linear first

principle models to do MPC. Okay and not again new they are already part of it has do it. At

least 7 or 8 products in the market which actually sell MPC based on first principle models. Okay

developing non linear models is a research problem and even the recently here we write finding

from develop nonlinear identified models non linear black box models for some plants.
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So you can use data doing models you can use neural networks you can use all kinds of support

ventral machines. 
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So there is a lot of research on how to develop control the relevant MPC relevant models for I

am just skipping this not going to too much in to deep. 
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So you can have generally a model which is current state is some non linear function of fast

states and fast inputs. You can have a non linear ARX model you can have non linear BJ models

there are all kinds of.
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And then of course MPC formulation is the same. You have optimization problem formulation

subject to constraints on inputs, outputs stayed equations, modeling equations. It becomes a non

linear optimization problem much more complex to solve and then how you can solve it in real

time is a big problem. Okay so if you know your maths while you are in business you have must

an example of this plant.
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This  plant  again in  a model  equations  are available  if  you right to  them they will  give you

stimulate and then have included the k study of this controller which we have implemented one

M tech student had implemented this controlling.
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This thus 6 outputs and 10 inputs to be simultaneously control and the problem is for example

top move from one what they call as one product grade to other product grade. Okay so there is

some it is a product called G which you do not know what G is?  Not know what it is?,
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But and then they have given the constrains how you know output should be constrain? How

input should be containing? What are the bounds? Everything is given. So this is a problem

defined like a bethsptrum you have a new way of solving MPC you implement on this and show

that it works. 
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So we are taking it from 50% product split of G to 10% products to be a major transition of the

system from one operating condition to the other operating condition and we are able to manage

it to using our redeveloped this entire M Tech student developed. So you are going from certain

product purity to certain other product purity certain product trade to certain another product

trade and so on and.
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This has done by simultaneously moving all the set points. In the new points all the ten input

simultaneously. So subject to the all those constrain rates and all that. This is using some time

varying non linear models we have developed.
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  And so.
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All you can use MPC using all kinds of models you can use data divine models you can use

mixture  of mechanistic  models  and it  adverb models.  You can use only mechanistic  models

depending upon what kind of you know what level of  confidence you have in your model and so

what I just described is just  keep  of  the just is expired to work I just showed you visually.
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What different it can make. So this is an expended state of which some of you are simulating

right now in the assignment. I have two heat inputs has my manipulate inputs and one slow rate

cold water flow rate and mixing hot water and cold water here. I want to control temperature

from these two times and level here. So there are three control outputs, four manipulate inputs

and I want to so there are two disturbances what happens this visually see that.
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If  I  do not  put a controller  the temperature is  obtained will  open the behavior  the level  the

temperature is changing here alone by 6 degrees here by 2 degrees in the second time and the

level change in by 6 cm. this is a time of 15 cms. 6 cm they will drift with huge drift of this

particular time.
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Okay let  put  MPC I  can  just  control  it  in  within  (+)  or  (-)  0.5.  This  is  a  non linear  MPC

implementation actually o the lab. So again part of were you are developing some non linear

time series models to show that how they can be make to work on the real setup. So these are

inputs and outputs.
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There are products non linear modified decontrol there are already product s in the markets last

ten to fifteen years and those are the major companies in to who are already in to linear model

base  predictive  control  also  in  to  non  linear  model  effective  categories.  So  these  are  again

2003survey and an low survey has come resign please so this is sure this much more work now

many more commercials are let us to recheck to me.

(Refer Slide Time: 1:17:26)



That time these are the actual implementations of non linear MPC now it has go exponential. 

(Refer Slide Time: 1:17:33)



So this  is  a very flexible  control  scheme.  Okay one of the most potent  and well  one of the

schemes which has which is the major commercial success. Okay so no other controller multi

variable non linear or linear controller which has spread so much. So now of course in control all

the control journals will always there always paper on only on model predictive control. The

special workshops of number of books which are come out on this and the main thing is that if

you know this you are in for a very good job because doing this knowing.

 This technology is there are many current research directions you can work on how you model

unmeasured disturbances you can work robustness you can work on fall diagnosis. People have

use this MPC now for all kind of things. They are using it for scheduling, planning. Scheduling

planning of you know to deal with the market conditions. Okay you want to plan the production

over next to when horizon planning conventionally was they were control the engineers job with

MPC.

 You know you have moving horizon idea you have a prediction model you are in for a business

for and you are decisions are what to produce were the manipulated inputs concept has to change

under time slots you know how much you produce for which time were times all. There are huge

applications on those who like embedded control work how to embedded MPC on a chip. How

to embed a state estimated on a chip. Okay all these things are very fast in MPC.

 So light maths how do you make and non linear optimization program which can very quickly

solve some thing on mind. So each one of them actually has help me to define PhD problems. So



some body is worked on fast and MPCs somebody has work from disturbance modeling. So I am

just listing here my PhD problems.

(Refer Slide Time: 1:19:55)

And I have given lot of results here there are excellent books which give you exposure to MPC

and also linear quadratic optimal control.
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These are some of the nice articles which have appeared and which can help you get going if you

want to go to working into this direction. 

(Refer Slide Time: 1:20:20)



So within that let me close these lectures.

(Refer Slide Time: 1:20:27) 



Whole very frankly I have come this course four, five times, but this batch I really enjoy teaching

you guys and you girls not just. So it was fun because you kept asking questions and help me to

change my notes all the time, particularly thanks to Venkatesh and sourav who kept bug in me all

the time. So it is good to have a class with this so responsive. So I had fun and I hope you also

learned something. 

So main thing is that do this assignments more than those exam problems which are not going to

be more than two cross two matrices. Okay so I cannot do in the exam cannot give you bit, at the

most I will give you some free but you will learn only when you actually dirt your hands in

programming. Okay now some of those programs you are never developed. So that is why I have

put my programs for your reference.

 Okay so what you complex other thing you should did that for when you are developing this

control scheme in simulation or in reality. You should never attend to do a gram integration

divide  and  root.  Okay  take  one  component  tested  separately.  Okay  then  take  1+2  tested

separately. Test them together like that. So first develop observer the open loop no controller.

Okay then develop a controller exchange with perfect state feedback.

No observed states. Then and tested with linear plant stipulation if it is working then you go to

the observer based on the linear plants simulation. So one by one by one you should relax even

now after working in this area for so many years if you have to start the new thing I start if there

is  no way you can test  your  program by a grand integration  of  something would take each



component tested separately when you know integrate. That what you would do if you have to do

hardware project same thing you have to do here. 

Okay you any software when you are developing a test each component separately and then

small integrate them in to a bigger problem. Okay then you know where you are going wrong

otherwise it is will become very difficult to just look at the notes and said I am right to do write

this one program. It never works. Okay so now just to find up this is my prospective of advance

process control. I think most of the control books are closes start by assuring that several of

models already. I do not think that is correct.

I think it start from data okay and then come up with the control regard them. So from data to

model to observer to controller. Okay so even though the development here all of it for MPC is

based on it looks like it based on the linearized first principle model how to do it using identified

model I have already uploaded my notes yesterday of how to implement LQG is that identified

models. Okay same thing would go to for MPC using identified models. Okay may be I will add

that one to ten for it.

So  with  that  you  know  a  complete  view  point  from  data  to  control.  Okay  and  if  you  go

somewhere and happen to implement this you should be in business from okay. So thanks for

your nice interactions and hope we will meet again after the exam. I am going to organize this

lecture by about real time implementations of MPC. It might be on his convenience could be on a

Saturday. So it could be on fifth, fifth to the Saturday I think. So I will ask him and then organize

I will be in the department have you all know to record it okay.
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