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So we have been looking at prediction error method and I will just take a quick review again of

where we standard now.

(Refer Slide Time: 00:26)



We have this data set y and u okay you want to de3velop e model which is in general of this form

g is smaller with respect to the known inputs typically the manipulated inputs and x q is model

with  respect  to  un  measured  unknown  disturbances.  Now  u  here  can  include  measured

disturbances if you make some simplifying assumptions so u is what I that is why I kept keep

saying known inputs okay so if you have measure disturbances there are ways of modifying this

model to we have to make certain simplified assumptions of course.

But  because  the  input  manipulated  inputs  that  go  out  of  a  computer  rt  quite  constant  the

disturbances that you measure are not p2 is constant even if you measured disturbance say for

example you have some you know feed water use for cool drink some system and if you are

measuring the feed water temperature feed water temperature throughout that I keep changing

because atmospheric temperature keep changing even if you measure it truly speaking it is not p2

is constant.

But you are measuring fast enough you know you can make an assumption that there is p2 is

constant and model so that u here could be known inputs or it could be manipulated variables

which are p2 is constant, this part is everything that is not explained by the known inputs that is

the only correct interpretation of this so this component actually captures unknown disturbances

okay  it  captures  measurement  errors  it  captures  errors  because  of  approximations  you  are

actually having a model which is linear model the true system might be easy in general in non

linear very rarely our linear system is linear perfectly linear.



So this is something that captures everything that is unknown everything that is not capture by

this component okay the way we modeling is to use one step I had predict studies so we develop

this one step higher predictor as a part o exercise you will be act5ully developing more such

predictors  so developing one step higher  predictors  for different  simple forms is  part  of  the

exercise that we have going to do tomorrow.

And  we  estimate  this  solution  error  okay  this  method  is  called  as  prediction  error  method

because we minimize the sum of the square of prediction errors okay, this is prediction error this

is yk is the measurement at instant k okay why k – 1 is sorry y ^ k is given k -1 is prediction of y

based on measurements available up to k – 1 that is the okay. So this notation we are going to use

throughout the course k given k – 1 means  prediction of y using measurements available or up to

time k – 1 θ is the model parameters that you need to estimate.

And then I was saying that we minimize some of the square of errors we minimize the variance

okay there is nothing will nobody scotch you from minimizing some of absolute error so you can

do that okay or minimizing maximum error over the that is infinite now you can some other

function in ge3neral to norm as some special problems which I am going to discuss today, why

this two norm is so important why we can get some insides in to parameter estimation  if you

happen to use two norm okay that is why we want to use two norm.

So this method is called as prediction error method so what is the other method what are the

other approaches to do system identification modeling there is one more method which is based

on projections okay and this method is known as sub space identification method it has become

very popular in last 10 to 15 years it is just based on projections ideas of projections. So nice

thing is you know you can just use simple matrix projections to come up with the model.

So whereas here you are use non linear optimization since we are using non linear optimization

here it is very important at you give a good guess if you do not give good guess okay how to give

a good guess okay right now you know lanes tool box is doing it for us when you give data it use

you model okay, there is never any problem for two models one is ARX model other is SOIR

model which we have been looking at in the these two models are very easy to identify from

data.



And that is why they are very popular in the industry but the trouble with this models is that you

need large number of parameters, so you will these large data set so you need you know you

content they explain for a longer time which is lose of production so the models which are easy

to develop have some trouble associated with it okay, models which are difficult to develop have

some other trouble you know the trouble is shifted from the experiments long experiments to

difficulty in solving but probably difficulty in solving okay is easier to deal with then longer

experiment, longer experiment means lose of production okay which means it is money okay.

But difficulty in solving a problem is offline okay you can collect data and do some tricks to met

the problem give a good guess and so on, so if you ask me what should you do whether you

should go for ARMAX or box zinkins model or ARX model I would say you should go for ARX

model or go for ARMAX or box zinkins model okay and try to give a good guess for example

even if you have small data you first try to create or identify on ARX model which will be bad

you know because the data size is small but you can use that to create a good guess for your you

know ARMAX or box zinkins model and then proceed so if we use your knowledge intelligently

you can actually plan your experiments very well and save money that is important okay now let

us get into the properties of the model.
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So I talk reason about these steps in the model development and we also said something about

model structures selection, then I told you about this one particular thing here is that I mean what

I have introduced to you just tip of the eyes just you know beginning what, what is the system

identification actually you should not just stop at my notes I have uploaded two more documents

in model I do not know how many of you seen them.

One is slides by professional why particularly professional is a well known that authority in this

area there is a very nice statement book I have mentioned the book here systematic identification

I  personally  I  do  not  feel  it  is  book for  beginners  okay the  other  than  book which  I  have

mentioned  here  is  soderstrom  and  soica  that  is  the  better  book  for  beginners  the  way  he

introduces his much more easily.

But Loons book is you know one of the standard reference anytime you get outs bout anything in

systematic deification you can always go back to eliminate will see that he has discuss it you

only realize that such a question of such problem exist may be after one or two years but this tool

box mat log tool box has been actually written by per volume so there is a compressed version of

this lecture notes about 30 40 pages which also uploaded there.

So there are two things one is presentation slides of a workshop he conducted university in 2004

and a second one is you know is a convinced lecture notes or systematic defecation I think there

are some 50 60 pages so those are few who are going to use this techniques in future where all



these techniques are used everywhere I mean from you know somebody decides to go in to

finance and then you know wants to do share price modeling you can do that it is time series.

It  is  a  you  can  modulate  as  a  stationery  or  non-stationery  process  you  can  review  it  as  a

stationery you can find a transfer function even by white noise that you know tells you about

how the share price is we have a model for share price fluctuation and then what is k here you

can take today’s price tomorrow’s average price yesterday average price question is can I predict

if I have a model why do we develop models.

We can do predictions we can forecast okay so that part will come little later when we start using

this models for forecasting now you know when you have this y-y^ what is this ε, ε is y-y^ okay

now  you  may  want  to  suppress  certain  frequencies  that  have  there  in  y-y^  but  say  y  as

measurement errors which are very high frequency.

You know that these are not goi8ng to be useful in modeling you can filter those errors using a

low pass filter or band pass filter and that is why you can actually have an objective function in

which you minimize filter error and not the directly innovations or error itself this, this signal   y-

y^ or this ε is many times called as residuals model residuals it is also called innovations okay.
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So modeling error whatever you want to call  it  residual is very, very commonly used model

residuals yeah, ε we stop when you ε is white noise but not ε has a filter how can I filtered signal

given by white it must be colorless  ε yeah, yeah  so whether by minimizing ε is will you will be

able to find ε which is white by probably choosing order  you should be able to find ε that is my

you know should be possible to whether it is guaranteed always is I have to go back and check.

I think it should be possible to find out just because you are minimizing the filter value does not

mean yes, you can go back to ε here see here you are minimizing the filtered value but that filter

dose not enter your model anywhere okay filtered see that filtered value is only use to certain

frequencies so has to emphasize particular frequencies in your model okay.

So actually hen you use that model the way it will enter probably in your model is afterwards if

you want to use the model you probably have to use filter f and filter u okay so it will translate to

filter f and filter u, no ε is cannot be white noise so by definition εf is a correlated noise there is a

transfer function multiplying ε, εf is cannot be white noise ε can be white noise okay.

No, no what I was what I disrupt here question last time was if you minimize the subjective

function is it possible to get an ε which is white noise I think it should be possible to get but what

are the guarantees and all that we have that it should correspond to the system band width and

the  system  band  width  is  something  which  you  want  to  engineer  you  know  which  is  the

knowledge which should know that in what band width I should which band width is relevant for

my control which band width I should cut off.



That is why this choice of this filter here can play a very critical role in identification so this

modeling in some sense is not completely that box when you chose this filter you have to have

okay or when you chose a model order you have to have some idea about so in some sense it is

grey box modeling you are no, no so you have to go and do some preliminary experiments with

the system.

Now you look at the data and do some spectral analysis you cannot do it just like that so as I

mentioned multiple input multiple output systems ARX models can be very easily adapted can be

change ARX modeling scheme for multiple input multiple output system trouble be the ARX is

large  number  of  parameters  other  possibility  is  that  output  error  are  max typically  they  are

developed as multiple inputs in single output models.

So if we have, if we have a system which has two inputs and two outputs you develop two

models for output 1 and 2 inputs output 2 and 2 inputs and  then you club them together I am not

going to talk about how do they club together today okay.
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Now even if I want to do this part  very briefly I would at least  three four lectures or three

lectures probably but I am going to just talk about it very, very briefly I am not going in to details

if you are want to know more about this I have notes here of the end appendix, this appendix

here this appendix here I have explained.

You know basis for this analysis that frequency analysis the analysis sis to get inside into how

parameters you know into these two things one is bias error and a variance level and what is bias

error  and variance error I will  talk about it I  will  talk about the final expression which are

derived after all this analysis okay.

Now if you for the time being take engineers approach and say that as well there us a derivation

which is true let me concentrate on the final result and let me see how I can use it analyze it your

two  understand  how to  plan  my experiment  if  I  can  do  that,  that  is  enough  okay  because

ultimately given a few understand all the derivations finally how to use that particular result to

plan a experiment is more important.

Not how you add with the derivation okay so as a engineer I am more interested in final result

which I can use to analyze so I am going to directly talk about final result so this is power

spectrum analysis  and this  is  based  on the  Fourier  transform the  auto  correlation  and cross

correlations so very, very powerful to lend here you are able to do this because you are using too

long.



Because Fourier transform you can take and talk about you know interpretation in the frequency

space because you are working with Hilbert’s space where two norm is you know available to

you and   you can move back and for between different  reference time domain and frequency

domain reference and then or view points.

(Refer Slide Time: 18:32)

And so skipping this long story short we just want to look at these two what kinds of errors that

can occur it okay when you identify models one data okay there are two types of fundamental

that two types of errors for the time being actually I would see the three types of errors but the

third one which comes because of approximation of a non liner system with the linear system.

Let us ignore that right now let us assume that true plant is perfectly linear okay under that

situation what are the errors that can occur one error is that plant is perfectly linear I got data I do

not know what is the order of the plant so I choose some guess you know second order transfer

function, third order function, fourth order transfer function this is my guess.

And ultimately I  am going to use some criteria  like kind information criteria  and mix some

column which model is good okay so I do not know what is the truth okay so one error so what I

have done here is that let us say G is represents g θ ^ represents the model transfer function that

you are estimate from the data and gq is the true is the true this is so I am putting this θ*and θ* in

between okay.



So this difference, this difference is between you know what  I would say the structural bias, the

structural  bias  come because  that  true  model  is  different  okay true  model  has  let  us  say  7

parameters and I am using a model with two parameters yesterday we had we had seen one

problem okay.

We are trying to identify using one parameter so similar situation that is because you did not

know what is true order you guess okay so now first type of error is a structural error that true

differential  equation is  10th order  you modeling at  the third  order so that  structural  error so

whatever you do a third order differential equation cannot imitate behavior of the 1
0th order equation okay.

You can make them bring them close but 10th order is 10th order and 3rd order is 3rd order, 3rd

order cannot imitate 10th order beyond the point so this is first thing that you have to know that is

the structure of the error when you are identifying the model second error comes suppose you

know the structure okay.

What is the other type of error other type of error come because of variance error, variance error

are because of the data length okay you know that you know that if you take infinite data you

will  get  perfect  model  okay but  you cannot  taking infinite  data  you cannot  run the  test  for

quadrapations for infinite time you have to stop you have to take finite data so finite data will

give rise to errors which are called as variance errors.

So this second type of errors are introduce because of the variance errors okay so total error and

estimation  is   a  combination  of  bias  error  and  variance  error  bias  error  comes  because  of

structure and this match variance error comes because of limitations finite data okay they also

come of course because of unmeasured disturbance as a noise.

But the two things are tightly and you can if you want to reduce the influence of noise on the

estimation you better take last data so will see what the relationship is just looking at a final

expressions.
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Let me again go over this idea of bias error what is this bias error concept? In process control

this is very, very popular model this model okay this model form if I go back.

(Refer Slide Time: 23:01)

And show you here  there  are  two models  form which are  very, very often  use in  chemical

process control one is y or I will write it in terms of Laplace domain you can convert it into time

domain or in to discrete time Laplace domain this model is ke/Ts+1 e - θs okay this is called as



FOPTD, F is first order okay, O is first order okay first order with the time delay okay and I think

P is for single time process pole okay is the first order with time delay model okay.

You have one time constant okay and you have again time delay and time constant very simple

model okay many times useful to approximate high order system you have some distillation

column which is 100 sorter system you do not want to model a 100 order system you model it

has this the order model which is very, very of course it will be us the other model which is very

popular is called as FOPTD so this is kp/T2 S2+2 TGS +1*e- θs this si the second order + time

delay I think P stand for plus second order+ time delay FOPTD.

So this is SOPTD and this is first order+ time delay model okay so these models are very, very

popularly used these are low order models first order or second order trying to use one pole or

two poles to approximate you know the system which is high order okay of course when you

convert this into discrete form this will be yk=some β1+q-1+β2 q-2/1+α1 q-1+α2v q-2 this SOPTD

model when you c0nvert it into discrete form you will get the second order difference equation.

This is second order differential equation this is second order difference equation okay so there

inter convertible but again here you re trying to everything using β1,β2 and  α1 and α2 and then

this d given the true system might be very high order you tend to use a small order model see

suppose you have a system which is multiple input and multiple output between each input and

output pair you tend to assume a model which is of this form or this form.

Because you know overall order of multiple input multiple output starts going up okay we will

see that how it happens so often this smaller dimensional form is convenient okay but now what

is the trouble? Why it is and then there is in the books all process control you will find special

methods to identify this models this kp ∂ and θ from some step change and all that okay.

So this have been very a popular method of modeling where is the trouble so let us look at a

scenario where you have 8th order transfer function this is 1/10x+1 okay I did this identification

exercise and I dissolute to model it as a first order+ time delay this is my time constant and this is

the time delay this combination approximates this transfer function okay.
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And typically how do you check in process control it is typically you check the step responses

seem to  much pretty  well  okay the  again  is  correct  okay that  is  see this  I  blue  line  is  the

approximation  and  this  green  line  is  the  true  plant  and  you  will  say  well  this  is  not  bad

optimization okay it is matching quite okay in a step responses moving to compare the frequency

responses you see what is the problem?
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Okay frequency response do not match okay frequency response are matching in this region right

this is the low frequency region because there is the good mat6ch in the low frequency region

you know you see good match in the step response but if you inject  a signal which is high

frequency okay.

Then there will be significant mismatch between the model behavior and the plan behavior now

suppose it happens that when you are operating the plant the frequencies of the plant lie in this

region then there is the big mismatch okay mode is wrong and you will use model for doing all

kinds of things you use model for control so you are using a wrong model in this frequency

region okay.

Now that there are two solutions one solution is not to use first order model okay use 8 th order

model but in this case I know the order is 8 in near plant suppose the order is 100 I am going to

use 100 model you know identifying 100 time constants of a 100 3rd order model will be difficult

it is not so easy task okay, so I do not want to use 100 model I am not comfortable with it. I want

to use still first order model, or 2nd or 3rd may be you know not a very high order model okay.

Then the question is for this particular approximation the good match is in this region but I know

the real one frequency is in this region, can I shift this match from here to here, I do not mind if

there is a mismatch here but I want good match you understand what I am saying? So what I am

trying to say now let us be practical that the real system is high order.



I am always going to develop a low order model so there is always going to be this structural

mismatch  between  the  truth  and  the  model.  Now  in  which  frequency  band  you  want  the

mismatch to be low and in which frequency band you want the mismatch to be high that is your

choice okay but how do you decide, how do you analysis that? That is where this frequency

domain comes into the picture.

(Refer Slide Time: 30:29)

This derivation which I am presenting on this one page would probably require a lot of time to

go through if you start doing it but is a lot of thing you have to accept finally we will just look at

the result okay. You just go back into the appendix and try to see whether you can understand the

derivations. Everyone on here is with me on this expression how do you get error between, see

you have to.

Yeah we have this expression now substituting for the truth and for the estimate okay doing some

algebra okay which I am not going to do right now here okay. You can show see what is what are

the terms here, just tell me what is h? Estimate of when we use ^ what is the convention? What is

^g estimate of the truth okay.

And when I say g it is the truth okay, so I have expressed the prediction error in terms of 4 things

what are the 4 things, true g true h okay, estimated g, estimated h do again with some algebra just

believe this okay. you can see what is y is function of true g true h what is y ^? Function of



estimated g, estimated h and what is epsilon difference between 2 okay, just believe me in that

you can do some algebra and get this expression okay.

How I am going to use this? Now what is the variance, how do you estimate the parameters by

minimizing the variance okay is everyone with me on this, I am minimizing the variance and

estimating  the  parameters.  Now  I  am  taking  finite  data  length  right,  when  I  actually  do

estimation on the parameters I am taking finite data length.

But doing analysis with finite data length is very difficult you have to do analysis by taking

limiting case, so what is my limiting case? As n tends to ∞ okay, what is this quantity variance,

what is R0, Variance of the signal, variance of epsilon okay? Any doubt upto this point okay,

now is the trick or trouble, so you can using this parsevals theorem you can interpret you can

interpret this quantity. 

You can  transform this  quantity  limiting  quantity  z  ∞ this  quantity  you  can  convert  into  a

frequency domain okay. Now I am going to use this expression for converting into frequency

domain okay and if I convert I will  finally get this particular term okay. So minimizing this

quantity, see I have taken spectrum of epsilon which is given by this quantity here, spectrum of

epsilon.

Which is given minimizing what is see I have taken spectrum of epsilon which is given by the

quantity  here,  spectrum of epsilon is  when you is  when you have transfer function you can

estimate the spectrum of by putting q = j  okay they are putting q = j  you can estimate theɷ ɷ

details are given in the appendix for this go back and check, so I can relate this variance with

this, I can convert into spectral domain.

And what is this 5, spectral density of ε that is given by this quantity why this quantity? It is

coming from here okay now let me explain looks very complex when you sere for the 1st time,

but now why it is useful why am I saying that this going to be useful. Now look at it, look at

things here, what is this quantity? What is egiɷ this is frequency response of true.

What  is  this?  Frequency  response  of  estimate,  so  I  am saying  that  difference  between  this

frequency  response  and  response  is  waited  by  spectrum  of  inputs  okay,  so  what  is  the

consequence?  So this  difference  is  weighted  by  see  if  you are  doing  optimization  okay, in



optimization if  you have some of the square of certain terms okay. Some terms have higher

weight age and some are lower.

What is the tendency? Tendency of the optimizer, wherever there is the higher weight age it will

try to reduce that term more and more, where ever there is lower weighted it will not bother

about optimizer, see because if it tries to change that variable the objective function does not

change,  you  get  my  point.  See  if  you  have  an  optimization  problem  which  as  different

components some components have higher weighted, some components have lower weighted.

Now the tendency of the optimizer see wherever there is higher weighted optimizer will try to

bring you know minimize that component is more sensitive to that component. Now how this

difference  see  actually  behaves  in  the  estimated  model  depends  upon  how you choose  this

frequency spectrum, okay so actually this frequency spectrum shipping can be used to shift this

difference to different zones.

(Refer Slide Time: 38:12)

See let us go back to I have these 2 signals input signals, and what is there corresponding power

spectrum this is their power spectrum, so what is the meaning of this? This power spectrum as



low power at low frequencies it has high power at middle frequencies okay. Whereas this signal

as high power at low frequencies and almost no power at middle and high frequencies okay, now

if I plan using this signal.

Then let us go back to this which as high content at low frequency okay then optimizer will work

in such a way that this difference is small at low frequencies okay. So the model is good the

frequency is matching in the low frequency region okay and it does not bother about matching

the  frequencies  responses  in  high  frequency  region  why?  Because  spectrum this  integral  is

weighted by this spectrum right.

This spectrum I slow at high frequencies and middle frequencies so the tendency minimizing the

optimization  function  in  the  time  domain  would  implicitly  do  reduce  frequency  domain

mismatch  at  low frequencies.  This  is  the  insight  which  this  equation  gives  okay this  is  not

possible for one norm or infinite norm this is possible with 2 norm, why 2 norm? We can convert

this and get into the frequency domain do this analysis.

Even if I derive this equation finally I am going to say this is the important part of it, how do you

derive it this equation does not bother about it right now okay. So it tells you this frequency

domain expression tells you how to plan your experiments, very critical. See if I use this signal,

if I exit the plant using this signal then it emphasis middle frequency and this high frequency and

low frequency are not so important.

What would happen is this right now this model match is very good here, it will shift from here

to here, and there will be mismatch at low frequencies. If I use white noise I will get, white noise

as the entire frequencies okay. As I told you that white noise using for perturbation is only in

computer  simulations,  you cannot  do it  in  reality  okay. So even though it  is  ideal  it  is  not

practical okay.

So that is the problem, since it is not practical you are force to make a frequencies choice, what

is the frequencies choice you made? What is the frequencies range of your interest? How does it

influence the parameter estimates and the frequencies response that is given by this expression?

This expression tells you that I can shape this difference by using shaping the input spectrum, if

that is the only message that I want to take there is nothing more even if you understand the

derivation finally you have understand this.



I can shape this difference, this interpretation is possible only because of theorem, only because

of using two norms Fourier transform and then you can interpret this into frequency domain and

say that well. So how I plan my input okay is can be understood through this analysis. That is

why Luks book filled with frequency domain analysis along with time analysis. So this entire

complex expression the take home message is only this.

The input spectrum can be chosen intelligently to minimize difference between the frequencies

response of the truth and the model in certain okay, now what is the effect of adding that filters if

you add that filter and do all the calculation the spectrum will come here. I talked about this filter

okay it will turn out that this filter okay. It will turn out this filter is another way of shaping, see

one way is to shape the inputs okay.

Other ways to choose is shaping filter spectrum of shaping filter will appear in this equation, if

you do that filtering the spectrum of that signal will appear in this expression and so if you have

not choose inputs correctly you can choose shaping filter correctly and try to main the error by

choosing the signal. So there are tricks which you can see only when you go to this frequencies

domain it is not possible to see this.

(Refer Slide Time: 43:49)

The other thing is done in Luke book in detail is that variance error, so what you can show is that

variance of estimate frequencies response, variance of response okay. You can think of it in terms



of possible error band in the frequency response. Variance will tell you what possible error band

this related to these two terms, n here is number of model parameters okay. N is the data length.

N is the data length okay and this is noise spectrum and this is input spectrum okay this ratio of

noise  spectrum  to  input  spectrum  is  called  as  noise  to  signal  ratio  okay. Just  look  at  this

expression and tell me how will you make variance error small? One way is to choose this n use

less number of parameters if you are using large number of parameters better chooses large N,

apart from this you have one more parameter that you can manipulate.

What is σv here, v is the noise okay, and noise spectrum is there in the plant, what is in your

choice, input spectrum. So I can choose input spectrum in such a way that noise to signal ratio

becomes insignificant, so if the signal dominant over noise this ratio is small variance error is

low okay. If  my input  spectrum dominates  over  the  noise  spectrum then when you do this

modeling and perturbation people will talk about.

Signal noised ratio is other way around 5d is signaled noised ratio, so whichever the way I mean

sometimes people use noise to signal ratio. So you have to make as small as possible or signal to

noise ratio as large as possible okay signal should dominant and this  insight does not come

looking at some of the square of errors, this will come only when you look at expression.

That is why frequency domain it is quiet important when it comes to, so how do you reduce the

variance errors, by choosing large data length okay, by choosing correct signal noised ratio to be

large φu / φv is large and then, so all this analysis is extremely important while getting a good

model.  Now I am just giving you the final bits for what is useful all  scenarios is extremely

important in developing good model.

You cannot blindly use tool box as which are available now, unless you understand these entire

theory okay and these just to you about this, there is lot more to this. You can get whenever you

want, so you can shift match. See the idea is that you have live with the bias because the real

world problems are very high order. 

See the take home message from this is that real world problem is actually high order this is

always going to which is low order. So the bias is going to be there, bias is part of identification.

So all that you can do is to shift the emphasis from which frequency band you want good match



in which frequency band live with mismatch okay. How do you do that while choosing input

spectrum.

So there are different ways of handling this if you look carefully this h is actually a shaping filter

for  this  mismatch,  comes here so this  is  signaled noise ratio  this  is  signal  and this  is  noise

spectrum it appears here. So signaled noise ratio has shapes, so many times people says noise

modeling is not because you want to identify disturbance model is noise modeling is because you

want good model.

So noise modeling is the way of shaping this term okay that is the idea so let us move on this

brings to the end on lectures on systematic identification hopefully will solve the problems and

when you start doing actual simulation that is when you learn much more about this than just

these lectures. So let us go back now we want to go to control okay. 

(Refer Slide Time: 49:46)

I have spent almost 40% of my time in talking about modeling well in reality when you go to a

plant 70% of your time will go in modeling 30% will go in control, once you have good model

you are done you are there so now what we will be doing is mostly algebra and that is much

easier because now you are in the once you translate the relate into a model which is nice linear

difference equation you are in the world of linear algebra you can do all kinds of things okay.



Now as I said there are two viewpoints domain in control one is transfer function view point the

other one is state place view point and I do not want to profess one or the other I belong to the

state place point so I like to work with state place it is all legal algebra and simple linear algebra

of matrixes so I am going to convert my module back into state space form I like state space

form so I want.
 
I identified this transfer function okay we will take about how to deal with ek and all that right

now let us look at one transfer function single input single output how do I convert this into this

standard form that is my question okay so afterwards I am not going to bother about how did you

get this standard form we have this standard form 

(Refer Slide Time: 51:31)

It  is  quite  likely  that  I  have  a  mechanistic  model  then  I  did  linearization  and  then  I  did

discretization and then I got this model okay or you know I had this system to play with these are

the inputs these are the outputs I introduce some fluctuations I recorded the output as a function

of time and then using this you know input and output data and using some system identification

tool I come up with this okay I do not care finally how do I come up with this model.

 I could have I identified ARMAX model you know model output error model whatever you

choose finally I am going to convert into this form I am going to work with it okay so which root

you came to this form afterwards is not important okay so we could come to this form any okay

that is not going to matter so I am going to talk about one possible way of doing realization other



possible ways are given in the notes I will explain one okay which is little complex to understand

first we will try to see whether we can cover first two today.
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But doing this is not so difficult it is pretty easy what the aim is? Aim is to choose five γ and z in

such a way that c times zi-5 inverse γ is same as or not 0 should be q okay I want to choose c ϕ

and γ  in such a way that this gq is the transfer function that is my aim there are different ways of

infinite ways of doing it there are no finite number of ways I will prove that also but I am going

to talk about some you know in a popular ways and why they are popular also become clear after

sometime when you start doing controller developing.
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So this first form is called as the controllable canonical form okay what I have done here is I

have introduced one pseudo variable here you see this pseudo variable β okay I will read it in this

equation I have rewritten this equation okay by introducing an intermediate variable which is this

k okay same equation so I am saying that this operator operating on is effect of uk entering theϱ

system and yk is same transfer function just a trick introduced one more term in between okay

now this particular first equation.

Okay is equivalent to this difference equation just check this is q3 so I will get nk+3 this is q2

nk+2 qnk and this is okay yeah all three are negative here so they should be positive because

when they come on left on side they will be positive I have taken them on the right hand side so

that is why they are negative is everyone let me on this right okay so I am going to define three

state variables okay x1k is k+2 x2k+1 and x3k is nk now those are few have done numericalϱ

methods we have done something.

Similar  if  you  remember  converting  high  ordered  differential  equation  .n  sort  differential

equations right this is equivalent thing for the difference equation okay equivalent for difference

equation is this okay this term I am calling as x1 this term I am calling as x2 this term I am

calling at x3 okay three states I have defined okay what is this term x1 yeah this is this term is

x1k+1 will be ηk+3 that is you see this okay I am going to use that next see here what is done

x1k+1 is nothing but ηk+3 okay.



So goes this equation is written in terms of x1, x2, and x3 okay so now do you see I have

converted a third order differences equation into 3 first order equations I convert it okay a third

order differential equation into three first order equation in general n third differential equation

can be converted into n first order equations okay is this transformation okay see.

There is a relationship between these two variables the relationship between these two variables

that is captured through these x2k+1 will be where written correctly there is a error here okay

now just check is it okay x2k+1 will be k+2 so that is x1 x3k+1 will be so I have three difference

equation in place of one third order it is not coming here is this okay
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Then I mentioned you know I just convert this into what is called as controllable canonical form

okay I will just rearrange these three equations these bottom three equations I have rearranged

into matrix if you get this particular form which is called construable canonical form and I want

to now get y=cx okay is it is very easy because yk =b1q2+b2q+b3 so if you multiply you will get

this whi8ch is same as this is x1k this is x2k this is x3k so I got y=cx okay y=cx the next one I

wanted to go back and read and tell me if there is an error.
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In another form called as observable canonical form the derivation more complex.
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Just go back and read this derivation okay it is not there is nothing fundamentally you know

difficult to understand it is an algebra to get another way of state realization what I am going to

get if I do this way of state realization.
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I have explained the steps here I will get this I am just growing through it very, very quickly yeah

I get this form this particular form is called as observable canonical form here we will see that

the matrixes are now just change there you know one is transport of the other c and v seem to

your stage is placed but, there are different ways of getting state realization there is no unique

way of coming up with this state realization that is a important message in different ways you

can get state realization all of them will have same transfer function.
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All of them will have same transfer function in fact you can do any transformation of this state

by multiplying by a invertible matrix  and you can show that is also so if I get this  and if I

multiply both sides by invertible matrix okay I will get another you know state space form that is

very much possible  and even that  new space form will  have same transfer  function transfer

function is in variant state realization can be variable okay.

So this simple things tells you that there are you can transfer into some other form where this

intermediate state variable is β and pretty much the transfer function will be the same so you will

not get a different transfer function so the realization of a transfer function into a space you got

unique there are infinite possible ways you can get it normally we get it using this two forms

controllable canonical form observation canonical form because that are very easy to construct

okay but you can multiply that form with the invertible matrix you will get a another realization

all of them will have same transfer function that is the key thing.
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Any one of them, you take one realization cγ another realization cψγψ all of them will have same

transfer  function  okay  that  you  can  show  because  this  difference  matrices  are  relative  to

invertible transformations okay if they relate to invertible transformations you can be sure that

the it is the same the realization of a so what is the meaning of these states which you get here x

here the physical there is no physical meaning that you can attached to this x see I got this state.

But vector here xk+1=this matrix into xk plus this vector into uk what is the real physical signal

here uk what is on the real physical signal yk okay this xk has no physical meaning it  is a

mathematically construct which helps you to put everything into one standard point okay so we

are going to use this x okay because it is convenient to put into this form and then work with it

okay linear difference equation models very well understood.
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Recognitions are non unique there can be infinite ways of realizing the same transfer function

into different γ c matrices all of them will give you identical transformation that is the message

yeah I have come good question.
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So let me come to multiple input multiple systems okay what I will show you is that if I work

with multiple input multiple output system and if I work with state space models final form is the

same irrespective of whether it is multiple input multiple output single input for a SIMO transfer

function it is a scalar transfer function MIMO transfer function matrix is very complex business

okay here everything is same whether it is SIMO or BIMO or SIMO or whatever okay the state

space model will be just look same point finally okay. 
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So let us say I have let us consider a situation where you have three output and one input okay so

I construct a state realization for this which looks like this  there are three outputs b1, b2, b3 for

each one of them will appear in the c matrix joist go back and think about it is not see there are

three parallel lines all of them have same denominator okay here you have b1 to b13 here you

have b2 to b23 and so on okay so all that will happen is that this matrix instead of becoming

single  output  it  will  become  multiple  output  all  three  are  modeled  here  okay  by  the  form

mathematically looks same γc okay.ϕ
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Any of these are completed decimation so I do not belong to some of the I do not like graphic

terms now what about 2.2 if you have two inputs two outputs what you do okay I can develop

one model here okay I can develop with respect to u1 I can devolve a state realization okay with

respect to u2 I can develop another state realization and I can put them together and create a big

state realization.

Okay this is okay I have two things and then I am going to stack x1 and x2 see go back here and

see what we have done we have spilt this there are two addictive parts one is effect of u1 on y

other is effect of u2 on y for this component we have developed one state realization this is yu1

that is effect of or contribution to y due to u1 that is given by this state contribution of u2 to y is

given by  the state plus model and this plus this is nothing but white gate okay.
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So I am going to use this to define a combine state vector x1 and x2 x1 coming from u1 model

x2 coming from u2 model okay I can just combine it I can just stack you know this state space

model is mini state space models can be stacked into big state space model this form is again the

same whether it is multiple input multiple output single input multiple output whatever finally

form is same it is not different.

So my algebra can be only on this particular form I do not care if I start working with matrix

description  if  I  start  working with  polynomial  you know matrix  description  algebra  is  very

control design becomes very easy well you had advantage you can work with frequency domain

but here we have computational advantage okay you can do everything in time domain.
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So I can just finally get the same form mathematical form remains same I have just given the

same thing for MISO models and observable canonical forms if you have MISO models you can

develop observable canonical  forms which will  look like this okay and then same thing you

know you consider a two cross two system and then you develop two models you combine them

into one big model finally will look like the same so techno message is state space form state

space realization is you know will look same irrespective of number of inputs number of outputs

you know finally mathematically form I just have to deal with one equation afterwards.
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Life is simple so four tank model so AXMAX model we can look at it as one output and two

inputs what are the two inputs u and e are the two inputs okay I can look at the model with two

inputs.
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And I can convert this into a state space form okay met lap tool box off course will give you this

state  space form if  you give the model  and say give me SS I think it  is  called  id to  SS or

something these are functions it will give you the state space form okay so you will get a state

space matrix see you have the states or there should be there is a mistake here okay you have two

inputs one is u and other is e is e is the innovation okay there is only single output suppose you

take single ARMAX model one input one output and one innovations then you can convert this

into this standard form.
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So this as a deeper relationship with something we are going to study later called filtering will

talk about it later.
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So with this I come to the end of this lectures so we looked at different kinds of models we

looked at  grave  walks  models  black  box models  off  course you have a  mechanistic  models

nothing like it okay that is the best model if you do not have you can still  develop a model

completely from the data that is black box models if you can merge that too is grey box model

okay and this is the most curial part in a any control project developing a good model.
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So we have discussed all kinds of issues that are retted to model.
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Choose that are related to model development these are the some of the references that I have

been using for my notes so there are  not  from one place a  good book for beginners is  this

soderstrom and stoic system identification or shipway and stoffer these two are first and the

fourth are very good books for beginners okay for advanced users loons book or actually I would

say one three and four these are very good books for beginners even these two books Astrom and

Franklin Powell so the last book and the second book sorry last book and the third book are they

are very good but they are little advanced  so.
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