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GANS for Medical Image
Synthesis

Hi everyone, I am Ramakrishna Kalluri one of the TAS of Medical Image Analysis course |
am research scholar under Doctor Ramkrishnamurthi in the Department of Engineering
Design at IIT Madras. By the end of this lecture, you will get to know how to use GANS for
medical image synthesis. Mostly I will discuss on implementing DCGAN algorithm or
generating images having data distribution almost close to the given training data distribution

mainly [ have divided the entire lecture into three parts.

First one is DCGAN algorithm introduction. Second one is data set discussion that we are
going to use to implement this algorithm, dataset discussion and the third part is

implementing DCGAN algorithm using PyTorch deep learning framework in Google colab.
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GANs are incredibly sensitive to hyperparameters. To overcome following
guidelines will help .....

Architecture guidelines for stable Deep Convolutional GANs

« Replace any pooling layers with strided convolutions (discriminator) and fractional-strided
convolutions (generator),

@ » Use batchnorm in both the generator and the discriminator.

Let us take the first part that is DCGAN Introduction this you can call this Deep
Convolutional Generative Adversarial Neural Networks. GANS mainly consists of two
networks first one is generator and the second one is discriminator usually, in many machine

learning or deep learning problems, we will be given some data set.

Let us take such a case and discuss the importance of generator and discriminator in GANS.
Generator always try to generate fake or artificial images that are almost indistinguishable
from the given real data training data that means, the probability distribution of the generated

or fake images is almost close to the probability distribution of the real data distribution.
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GANs are incredibly sensitive to hyperparameters. To overcome following
guidelines will help .....

Architecture guidelines fo stable Deep Convolutional GANs

o Replace any pooling layers with strded convolut inator) and fractional-srided
convolutions (generator).

 Use batchnorm in both the generator and the discriminator.

 Remove fully connected hidden layers for deeper architectures.



Now, coming to discriminator, the discriminator’s task is to just distinguish the real and fake
images whatever the images generated by the generator are to be rejected by the discriminator
continuously. So, likewise they compete each other and will reach to a point where
discriminator will not be in a position to distinguish between real and fake, that means at that

point fake images generated by the generator are almost close to the real images.

This is the loss function or you can call objective function that is used by the GANS with
respect to generator this function will be minimized whereas, with respect to the
discriminator this function will be maximize. That is why people call this one as min max

algorithm. Sorry, min max objective function that is the basic idea of GANS.

In summary, generator always try to generate the fake images that are almost similar to the
data that is given in the data set or we can say training data. Discriminator’s task is to always
to reject the images generated by the generator whereas, to accept the images that are

generally present in the real images or given data set.
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GANs are incredibly sensitive to hyperparameters. To overcome following
guidelines will help ..... _—

Architecture guidelines for stable Deep Convolutional GANs

o Replace any pooling layers with strided
[N convolutions (generator).

| o Use batchnorm in both the generator and the discriminator.
(\ o Remove fully connected hidden layers for deeper architectures.
o Use ReLU activation in generator for all layers except for the output, which uses Tanh.

‘s Use LeakyReLU activation in the discriminatorfor all layers.

GENERATOR CNN Transposed Layers or fractonal
Strided CNN layers.
. BatchNorm
ReLU activation Functions for all the
layers except for the output which uses
Tanh

Input : Latent Vector 2 drawn from standard
nomal distibution.
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GANS are incredibly sensitive to hyper parameters to overcome following guidelines will
help in implementing the DCGAN. These are the 5 guidelines suggested by the others in the

paper deep convolutional generative adversarial neural networks.
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| o Use batchnom in both the generator and the discriminator.
W  Remove fully connected hidden layers for deeper architectures.

o Use ReLU activation in generator for all laers except for the output, which uses Tanh.
 Use LeakyReLU activation in the discriminator for lllayers
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3. Leaky ReLU activation Functions

Input : RGB image = (3,64,64) / E; -

Output: Scalar probabiity score (eal
value) that indicates whether the input is
from the realdata distibution.

i

Now, if you observe clearly in this entire DCGAN algorithm, generator will be like this,
whereas discriminator will be like this. If you observe clearly go to the first point replace any

pooling layers with strided convolutions and fractional strided convolutions with generator.

Here if you observe generators and discriminators will only contain only CNN layers in
discriminator, the CNN are strided convolutions only, strided CNN layers whereas in
generator we will use fractional strided convolution or in other way transposed convolutions
transposed CNN layers. That means all the max pooling layers or minimum pooling layers or
average pooling if any of the all the pooling layers were removed all the pooling layers are

removed all the pooling layers removed.

Now get back to using batch normalization in both generator and discriminator we will use
batch normalization in both generator and discriminator. Next thing is remove fully
connected layers also from deeper architectures that means, we will avoid using fully

connected layers also.
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| Use batchnorm in both the generator and the discriminator.
\ o Remove fully connected hidden layers for deeper architectures,

 Use ReLU activation in generator for all layers except for the output, which uses Tanh.

‘s Use LeakyReLU activation n the discriminator for al layers. —
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Input : RGB image = (3,64,64)
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value) thatindicates whether the inputis
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So, the summary is only CNN layers are present only CNN layers are present in the network
and bachelor normalization is present everywhere both generator and discriminator and the
last thing is we will use ReL U activation function in generator for all the layers except for the

output which uses tan(h).
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5) Training loop in detail.

6) Evaluation Of Results

i

In generator all the other layers use ReLU activation function except for the lost layer where
we use the Tan h function. The ReUL range of this tan(h) activation function is -1 to +1 that
means, if the lost layer of the entire output at the last layer generated will consist of all the

pixel values will in between -1 to +1 more or less like normalized images.
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Why we generate normalized images because real data are the data set of the training data or
the data that is generated by the this is generated by the generator and this is the original
ReLU train data, before passing it before passing the real data to discriminator we have
normalized all the training data images nominalized all the training data images to -1 to +1

range.
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So, now, whatsoever the images that are generated by the generator also to be present in the
same format as that of the data that is being fed into discriminator that means, the generator
data by the generator also should be should contain all the all its pixel values should be in the
range of -1 to +1 that is why we have used tan(h) function at the end of lost layer in the

generator.
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o Use batchnorm in both the generator and the discriminator,
() o Remove fully connected hidden layers for deeper architectures.

 Use ReLU activation in generator for all layers except for the output, which uses Tanh.

o Use LeakyReLU activation in the discriminator for all layers. P
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And the last point is use leaky ReLLU function in the discriminator for all the layers that have

been in discriminate section all the layers will contain leaky ReLU activation function.



So, these are the 5 guidelines one has to keep in mind while implementing this DCGAN
algorithm. So, that the network will be somewhat less serious due to the hyper parameters so,

that we can expect a stable training, stable training that is the summary.
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Now, let us speak about generator for some time. Generator contains only transpose CNNS
transpose CNNS and the second thing is BatchNormalization is present and all ReLU

activation functions for all the layer except for the output which uses tan(h) activation
function.

Now what is the input to the generator and what is the output of the generator let us see. For

the generator in this case they have used 100 dimensional vector, 100 dimensional vector

some random noise vector will be fed into a generator.
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So that output generated by this generator will be a 3 channel, 64X64 image that is we can

say RGB 64 height and 64 width.
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Now observe here in generator we have fed under dimensional noise vector and all the
convolutional transpose convolution transpose convolution transpose layers are used at the

end we will get 3 channel having height 64 similarly width also 64 image has been generated.
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Step By Step Process

1) Input parameters set (Hyperparameters)

i 2) Dataset preparation and Data loader

Now, let us speak up discriminator, now discriminator will take input inputs as either real
images or fake images that means, the input to the discriminator will be a 3 channel 64 plus
64 image, that means, RGB any of these images either real or fake images, fake image
generated by the generator or real images that are brought from original data set will be fed it

to the discriminator and now, the discriminator will give the probability score, probability

SCore.
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image being real that is what this score indicates.
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Suppose, the output score for any given image is very near to 1 what it means? It is a real
image. There are more chances that the image that has been fed is can be considered as a real

image.

Suppose this value is very near to 0 that means, there are very less chances for the given
image to be real what we can conclude now, maybe that image is fake images, fake image.

This is how discriminator and generator will function.
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Now, let me show you in what way generator and discriminator are designed in the network

using these 5 guidelines. Suppose this code has been designed for this chest X ray image



generation using the DCGAN algorithm. Here we have two parts like generator network

similarly discriminator network let me go through.
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= Now, we can instantiate the generator and apply the weights_int. function. Check out the printed model to see how the generator object is
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See here there here they are indicating generator network. In the generator network, if you
observe clearly, they have used only convolutional transpose layers see here. Batch
Normalization there, ReLU activation function, convolution 2D, transpose 2D,
BatchNormalization ReLLU convolution transpose 2D, BatchNormalization ReLU, if you
observe clearly at every stage, they have ReLU activation functions only except at the lost

layer at the lost layer, they have used Tan h function which I have discussed earlier.

So in generator almost all the convolutional 2D, transpose 2D networks are used at the same
time BatchNormalization is used and ReLU activation functions are used at every layer
except at the output layer where they have used tan(h) activation function. Here if you
observe clearly I will get back to what is this noise vector and all the stuff later on just the

basic idea this is or in another way we can see let me tell you.
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Now let us get back to discriminator code. Here if you observe they have used strided
convolution only just normal CONV 2D layers and leaky ReLLU, leaky RelLU, leaky RelL U,
leaky ReLU and CONV 2D. Everywhere they have used leaky ReLU activation functions.
But at the end, they have use sigmoid that is for outputting the probability score that is either

near to 0 or near to 1.

That is will having sigma, since sigmoid activation functions, output values that lie between 0
to 1. Just as a basic idea discriminator has been designed like this. Similarly, generator has

been designed like this, according to the 5 rules framed by the others in the DCGAN paper.
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Now, let us see what exactly we are going to discuss later on. First of all, we will set some
hyper parameter values next thing is creating the data set preparation and data loader
preparation. In deep learning, we will first prepare the data set after downloading the data set
whatsoever the necessary transformations are to be done please do it and later on, we will

suppose the data set contains some N images.

Total N images are there in the data set you should have directly feeding these N total of N
images into the model directly we prefer mini batches we prefer feeding mini batches rather
than feeding the whole data set we will prefer feeding mini batches dataset. So, that is where
this data loader part will come. That means, it will help you to load data in mini batches, mini

batches from the entire data set.

(Refer Slide Time: 16:31)

Step By Step Process
e} i

1) Input parameters set (Hyperparameters) ~
O\
2) Dataset preparation and Data loader -
S — /g
3) Weight initialization |_

4) Generator Network Design,biscriminatorNetworkDesign‘ Loss |

= e

functions ~

5) Tra\nir@loopindetail A/ J p

6) Evaluation Of Results

——




functions *

e
5) Training loop in detail.
O 1 6) Evaluation Of Results

LS

After that, we will prepare the model after preparing this model we should initialize the
weights and biases, weights and biases. Further in simple way, we call it as weight
initialization step we will follow some criteria, to initialize these weights end of the day even
weights are also just numbers only, but we will have we will put some restrictions like we
will keep all these weights or these numbers we will take it from either some normal

distribution or some particular probability distribution that is up to us.

But in the paper they have used standard normal distribution only what the code whichever I
show you also they have used the normal distribution only. Weight initialization and the next
step is generator network design, discriminator network design, loss functions as I said
earlier, they are just prepare a weight initialization function later on after designing these
models after designing generator network and discriminator network, those initialization
weight initialization function will be called on here so that the weights and biases of these

two networks will be initialized using this function.

Later on they have designed the loss functions also end of the day here we are using the
classification only be the particular image being real or fake that means, we just here using
binary cross entropy loss only, binary cross entropy loss only. Later on when we go and see
the code, I will explain you there I will show you what sort of loss function they have used

binary cross entropy.

Next thing is training loop since the network is designed data loader, data everything is

designed and the loss functions are also mentioned. Now, our target is to train start the



training that is where this training loop in detail will be explained later on we will evaluation

of the result.

At the end of the training what we will do is using the particular model we will generate some
images from the GAN sorry generator and I will compare those images with the original real
data images. This is what the entire process we are going to see while implementing the while

going through the code.
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Before that let us focus on discriminator training, discriminator training where here real
images and fake images both will be fed into the discriminator. Now its task is to classify. So,
what it will do is? Here suppose the given input is real image, real image the output the target
value will be kept as 1 whereas if you provide a fake image, I mean the image generated by
the generator at the time the target value is 0. This is how the loss function is designed there.

And end of the day we will calculate that corresponding binary cross entropy loss only.

But given these targets or maintaining this target is very important here. While training the
discriminator we will feed both real images and fake images real images from the training

data, fake images from the images generated by the generator.

So, how it will so, how it will train leads? The lost will be suppose real input is given as input
at the time keep the target values as 1 whereas, if you feed the fake images at the time keep

them target value as 0 this is how visual prepare.
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Now, coming back to generator training while training the generator, we will not consider real
images, we will not consider real images. So, we only have fake images only, fake images.
Here suppose, this is fake image, but here we will give its corresponding target value as 1 that
means, we are while training the generator we are fooling the discriminator in such a way that
whatsoever the images generated by the generator will their targets are kept as 1 that means,
we are fooling the discriminator. This is how the target values are chosen and later on again

they will use binary cross entropy loss only. Please keep these points in mind.
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While going through the code, I will tell you I will show you now, let us discuss about the

dataset that we are going to use to implement this algorithm data set that is chest X ray data



set, chest X ray data set it contains pneumonia and normal of 2 classes of images out there

and the data has been downloaded from Kaggle, data has been downloaded from Kaggle .
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Now let me show you that Kaggle chest X ray images pneumonia just type this one in Kaggle
you will get to know about this data there you can see that download 2GB of data, just click
here that data gets downloaded to your local computer how it will be? I will show you once
you download to your local computer see here, once you download the data from Kaggle in

your particular directory wherever you have downloaded this file will be shown this folder

AirDrop.
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Train, test and validation, let us see what is there in each and every folder as a subdirectory?
First we have chest X ray, chest X ray is the main directory and afterwards we have 3 folders
now again subdirectory will be there. First one let us see, inside the train directory we have

again normal and pneumonia, normal and pneumonia particular class of chest X rays.

Let us see how many files are there in training data even while implementing this algorithm
also we mainly focus on this training data itself. Here we are not focusing on test data and
validation. Let us see how many files are there instead the training folder, you can see normal

and pneumonia

Let me open normal you can see, this is for the images we look like. And all these images are
in dot jpeg format, all these images are in JPEG format. See here. Let me count how many
images are there total 1341 items in normal folder. In normal folder 1341 chest X ray images
similarly let me open one image and let me let us this is for the images look like. You can see
clearly. Now in back the data looks like. Let us get back to pneumonia folder and set this

pneumonia folder just count the total number of images 3875 the sum total of 3875.

(Refer Slide Time: 25:35)

i

So, total images in the entire training data, training data folder is (1341+3875) that means
sum of these two numbers 5216. Just remember this one, once we go and use this data, we
need this number because usually for deep learning algorithms, we will give the feed the data
in terms of batches, out of this 5216 data, we will keep batch size say some 64, 128, 256 or

32 likewise, we will give several batch sizes.



(Refer Slide Time: 26:24)
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Suppose I take batch size as 128. Let us see, in a single epoch, how many iterations will be
there. So, 5216 total images whole divided by 128. So, the answer will be 40.75, so, rounded
up to 41.

(Refer Slide Time: 26:54)

That means, total images are 5216, that means one single epoch is, one single epoch means
we have to go through entire all the batches of images. That means, on a single batch size, we
will say one iteration, one iteration is nothing but one single batch size that means 128 out of
these entire images 128 images will be taken and training will be done and we call that

phases as one iteration.
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Similar likewise we have total of 41 iterations. Once you take the training data, sorry, once
you take the batch size as 128. Now, we can say that in a single epoch, in one epoch, we have
42 iterations that is it. This is what the discussion of enter dataset summarize just X ray data
has been downloaded from Kaggle. And we have mainly 2 sets of diseases pneumonia, and I

am sorry, 2 classes pneumonia normal.

Now, coming back to normal images, there are 1341 images and it comes to pneumonia, we
have around 3875 so, in total 5216 number of images. So, feeding the data to depending
model we just divide the data into several batches. So, for suppose, as an example, I have
explained it here with respect to 128 as batch size. If you keep 128 batch size so, 5216 whole
divided by 128 that means 41 batches in a single entire training data we can make 41 batches
or in other way the deep learning training will be happen on each and every batch that means
we have in total 41 iterations to go through the entire data set, entire data set or in other way

we can say that in a single epoch we are going to have 41 iterations.

Where I explained this stuff means, explaining the while implementing this algorithm I have
used batch size as around 128. This calculation will be helpful for you. This is the end of this

data set discussion.



(Refer Slide Time: 29:10)

€ > C & pytorchorgltutorialsfbeginner/dcgan_faces_tutorialhtml

%

ox »0€

Tutorals > DCGAN Tuoril B shortauts
Q Search Tutorials
DCGAN Tutorial
Pylorch Recipes [ +] + Generatve Adversaral |
Neworks
Inputs
Introductionto PyTorch [-] Inputs
. o
Mirotia B Let's define some nputs for the run:
+inglementation
Quidstart s i
T o worker of worker threads for loading Where to GoNext
Datasets & Dataloaders
+ batch_size The DC 128
Trrsorms
CPo e * image_size training: another size is
Nitwad desired, Dand 6 more detalls
Optining odel aramecers * e -number of color inpati color isis 3
Save and Load the Model + nz-length of latent vector N
* ngf. P
Introductionto yTorchon YouTube [ -] g
* num_epochs f Training for longer will probably
Intoduction o PyToch - YouTube Series tskemuch onger
Intoductonto Pylorch P
Introduction to PyTorch Tensors - X "
+ betal - betal for i this shouldbe 05
The Fundamentals of Autograd ; ] 8 "
e + ngp of . hisis 0, PU mode. fthis number s greaterthan O i willrun on
PyTorch TensorBoard Support that umber of GPUs
Tabnigwih PyTorch
Wodel Urdersanding wkh Capeun # Root directory for dataset
dataroot = “data/celeba”
Learning PyTorch [+] # Munber of workers for dataloader
workers = 2
DCGAN Tutoral. html A % GANS for Medica...pdf A Show alypTEL
5 C & pytorchorghutorialsfbeginnerdcgan.faces_tutoria hum ok 0@
[ PyTorch GetStarted  Ecosystem  Mobile  Blog  Tutorials  Docs v Resources v GitHub
.
Tutords> [
111000102 Tutorials > DCGAN Tutorial B shortcuts
Q search Tutorials ‘ » OCGAN Tutoral
€ Runin Google Cola V- Download Notebaok ©) ViewonGitHud OEpOT—
Inuts
PyTorch Recipes [ +] o
Inroducionto yTorch (-] DCGAN TUTORIAL + mpenectin
Results
e the aics ‘Author: Nathan Inkawhich Introduction ———— t Where o Go Next
Quidsant
Tensors
Datasets & DataLoaders. .I b b
Transforms.
i requirea fist-

Buld the Newral Network
Automatic Diferentiation with torch. autograd
Optimaing Model Parameters

Saveand Load the Model

Introduction to PyTorch on YouTube [ -]

Inroduction o PyToch YouTube Seres

Introduction o PyTorch

y Y, o prior

timer to spe

to have a GPU, or two, Lets start from the beginning,
Generative Adversarial Networks

What is a GAN?

paper Generative

Intoductionto PyToch Tensors Y The b of the generator is to
awn fake' images The job of i P
The Fundamentas of Autograd b ke " i
whether o not it g image o is constantly
Bulding Models with PyTorch . i and better i
PyTorch TensorBoard Suppor: better i L

DCGAN Tutoral. bl A

* GANS for Medica...pdl  ~

Show sNPTEL



NN N NN

oz oen  Osme

DCGAN Tutorial — PyTorch Tutorials 1.11.0+cu102 documentation

Friday, 6 May 2022 9:02AM

2
Dt&;u

Tutorial —...

82,0900 DCGAN Tuaral  PyTech Ttorals 111 Docel02 documeaion

Table of Contents

0 o W Notebook 0 ww

DCGAN TUTORIAL

Author.Nathan rkawhich ntroduction ———

NN NN

Home
NI
et L ot w G oim a1
o S che
o D p b
gDV D og(1 - D(GI:)) e
q ‘the GAN loss function is
o minmax (D, ) = g 1] + By ol - DIG(E))]
—
Whatisa DCGAN?
b |
o p

fron __future_ iaport print_function
#matplotlib inline

daport argpazse

inport o

dagort xandon

iaport torch

inport torch o0 as

iaport torch.on. parallel

daport torch.backends, cudn as cudnn
daport torch,optin as optia

iaport torch.utils.cata

iaport tozchvision. datasets as dset
Aaport torchvtsion. transforss as transtorss
daport torchvision. tils as witils
ixport nusoy a8 1o

dagort satplotlib.pyplot as plt

tapert matplotlib.anisation as animation
trom 17ython. display daport HTNL

. # Set andos seed for reproducibility

NPTEL

INENIN]

omn osen  Grem  im

What isa DCGAN?

fron __tuture_ iaport print_function

matplotlib inline ’.‘/[l
daport argparse N///J
e~ M /! é
inport randon

inport torch /

daport 127 m as 1

inport tozch. . parallel

tmpnt tach tackentscobn s cobn.

daport tozch.opti a6 optin

isport torch.utils ats !\(/
daport toxchvision.datasets as dset \/ m
daport torchvision, transforns as transforas \/ WM\,
daport torchvision.utils as wtils

dsport nuspy a8 1o

sport matplotib pplot se gttt
iaport matplotlib.aniaation as aniaation
tron 1Fython, display daport WL

# Set randon seed for reproducibility
09
#eanualSeed = xandos. zandint(1, 10606) # use if you mant new results
print(*Randoa Seed: *, manvalSeed)
‘xandon. seed (nanualSeed)
‘toxch.sanval_seed (manvalSeed)

Soved ffne are)

12 Share

NPTEL



In this section, we will now see how to implement the code downloaded data set of chest X
rays. So here if you go to PyTorch tutorials, here you can see DCGAN tutorial and you can
directly go there and go through this, but let me explain you what is happening in each and
every block. So that once it is done, we will directly go to our code, whatever I have will

build here, see here, this is the entire code first relationship taken here.

See here DCGAN tutorial they just explain what exactly GANS and what we have already
discussed in the first code min max algorithm now coming to coming back to DCGAN what
they have done is first of all we have to here we are using PyTorch framework first of all

PyTorch framework.

Next thing is they have imported all the module, requires modules, NumPy matplotlib apart
from that random torch, here the deep learning library torch dot nn dot nn parallel all these

modules are to be imported before going to write code.

(Refer Slide Time: 30:58)
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Lets define some inputs or the

* batch_siz % batch size of 128

+ image_size-the sp

L

Next thing is they have imported here manual seed and you know usually we use random
values especially for initializing the weights or some other places to repeat the same values
we always go for seed to keep the random value as a fixed value to keep the random value as
fixed value throughout the programme. That means for a particular type of running, for a
particular type of running the value should not change that is how we go our manual seeds

similar in torch and even random seed.

(Refer Slide Time: 31:38)



NN NN

owrn  osmn  Grem  lem

© £ B HM 3

i ot
more details

+ . number of colr channels i the iput images For colorimages thisis 3

+ - length of atent vector

Soeherefor

# Root directory for dataset
datazoot = “data/coleba’

# Wusber of workers for dataloader
workers = 2

# Batch size during training
batch_size = 124

# Spatial size of training isages. ALl isages will be resized to this

# Wuaber of chanmels in the training isages. For color isages this is 3
nesd

. # Size of z latent vector (i.e. size of gonezator input)

_nmn!

NPTEL

NPTEL

NPTEL



iCloud Drive

L) RAMAKRSS.
& Macintosh.

Now coming back to the inputs or hyper parameters whatever we are keeping here. Here you
can see the dataroot, dataroot in the sense the root directory suppose here as I have shown
you earlier here I am trying to use chest X rays this is the root chest X rays folder is the root
folder inside this again I am going to track train data this is what my root folder, inside that

root folder we have normal and pneumonia folders.

This is what we even for your may be for this kind of data set we are we have done like I
suppose in case of your data set, you may have some root directory and you may have trained
you should have chest X rays you might have some other data set inside this you will

definitely have this division of test, train and validation.

Inside trained data you will have, according to a problem you will have N number of classes
and I want you to keep this kind of directory structure, root directory main root directory, its
sub directory and its subdirectories, this is how the files should be arranged folder should be

arranged.

Next thing is workers. Next thing is batch size 128 they have taken 128. Later on you can
change this one and you can play around with this one. So, we call this one as a hyper

parameter.

(Refer Slide Time: 33:03)
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Next thing is image size here for the implementation sake they have used 64x64 I mean even
you whatsoever data you are working on for the all the images in this particular data set has
to be resized to 64x64 sample. Next number of color channels in the input image for color

channel this is 3, number of channels of the particular data set of images you are having.
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Next thing is the nz that is length

have already told you let us go to in the case of generator it takes 100 dimensional input

vector here this is called they are saying as latent vector. You can here also they had kept it as

training dnages. For color isages this is 3

> B

optisizers

Use 0 for CPU mode.

of the latent vector it means the random noise vector so, |

nz equal to 100 this is the number of channels of the input images.

Next thing is size of feature maps in generator and number of size of feature maps in

discriminator. Here you can keep

these values but here they had kept as 64 and 64 for both discriminator and generator I will

explain you in generator section.

(Refer Slide Time: 34:16)
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So that you will get some idea let me continue here the random noise input vector is 100 size
here if you observe this feature maps values, we can write this one as 64X 16. For this one we
can write 64 X8, this one we can write 644 that is right. And again this one can be written as

642 that means this value has been fixed.

This is what 1 am talking about it as ngf value. The same thing will be working out for
discriminator session also. Please keep it the point in mind. Maybe this value can be changed
according to your according to the problem at your hand, but in this case, we are using this

one as 64 only. More or less you can give the same values only.
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Now coming back to ndf, similarly number of epochs it depends on how many number of
epochs you want to go through the entire training process. Similarly learning rate if you
observe here number of epochs they have taken as 5 value learning rate has been fixed for
both different discriminator we can have 1 learning rate and for generator we can have
another learning it, but here they have kept both the values as Ir = 0.002, so remember 02.
Later on they you can play around with them, so, that you can bring some modifications,

modifications in terms of improvement.
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At the end another thing is they have used the optimizer as rm optimizer, optimizer has two

parameters ; and 3,, ; has been fixed to 0.5 and 3, let us see where and see here the

optimizer bm optimizer generator for optimizer generator optimizer and discriminator

optimizer they have usually the parameters same learning rate here 3, is 0.5 and the other 3,

1s 0.999 these values are fixed you can change a Ir value here or later on when you play

around with the hyper parameters you can bring a lot of changes here. These are the

discussion of hyper parameters.
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Here they have some other data set in the tutorial session but in our case we are going to use

chest X ray data set. In chest X ray data set we have train folder inside the train folder we

have 2 sub directories so, our root directory will be this one, here number of classes, here



pneumonia and another thing is normal, nothing else. Now coming back to, once you keep

these hyper parameters and data here data set organization.
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Now coming back to data set and data loader these are the very important concepts here you
can see the data root directory will be given these are like transforms I mean you can resize

the image you can center crop the image you may have to convert to the usually the entire

deep learning will be worked on tensors not a Numpy arrays.

Next thing is we have to normalize the values to minus 1 comma plus 1 these things will first
one indicates mean values for each and every channel similarly this indicates standard
deviation of each and every channel. Please keep those words in your mind this is more or

less like bringing augmentation inside this one.

After creating this data set, we have to go for data loader where we have, we will provide a
batch size the entire data set has been given here. So that 128 images, 128 images will be
fixed out and will be use it for training. Now please keep this suppose in case you have a
local GPU in your at your home or you have local GPU so that you can use this one is

command otherwise even in Google Colab also you can use that one.
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Here they have out of say 128 images as a batch. Letussee 12345678,12345678,8
X8 64. Here they are bringing out some total number of a single here see real batch of 0 dot

to the 64. They are attracting 64 images out of 128 from a particular batch and they have

shown here using matplotlib.
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Next thing is weight initialization during the earlier one I have told you we have to initialize

the weights.
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Next thing is generator once we go through here in generator section they use only transpose
convolutions and now batch normalization and ReL U activation function at the end only they
are used only tan(h) function I have already discussed in the theoretical part. Same thing has
been implemented here. Batch normalization is present here everywhere this will follow the

same diagram what they have shown here. You will get to know it is not very difficult.
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Next thing is implementation of generator block. Here in deep learning all the parameters all
the input tensors or the output tensors or even the model means these parameters will come
into play. Everything should be in the format of tensors only. Suppose if you are using GPU
all these tensor has to be load to GPU tensors This is a fundamental point whatsoever the data
you have every all those input images or whatsoever the data irrespective of the kind of data
you attached images, images any other everything should be converted into tensors. Suppose

if you are using GPU those tensors, tensors should be converted with GPU tensors, this is

what they are doing here.
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Discriminator Code:

Now, you can see 100 dimensional random noise vector has been kept as an input 512 feature

maps outset (512,256) , (256,128) , (128,64) at the end, you will have only 3 feature maps

containing output, that is not required here.
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Now, 2 wih the generator, we can create the discriminator, 3ppy the weights_init function, and print the modefs structure,

Next thing is discriminator same thing here you will feed the input images 3 64x64. And the
output will be probability whether this particular image belongs to that what probability score
is particular image belongs to real image that is output of this discriminator same thing here
as we have followed leaky ReLU activation functions, batch normalization and strided

convolution, strided convolution. Now, this is a discriminator block earlier we have discussed



about generator block, before that we have just to prepare the data set and convert it into data

loader in terms of batches.
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Now, coming back to loss functions as I have already mentioned, we are going to use binary

cross entropy loss only this loss function.
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Here they have used the fixed noise this is for the sake of seeing how generator is generating
the images real label has given as 1 and fake label has given as 0. Here you can see 2
optimizers will be given individually for generator and discriminator, you can bring a lot of
changes here as you can play around with them hyper parameters, this (3, value and a 3,
values are suggested in the paper actually we have taken the same values suggested in paper

they use the same values.
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Now, coming back to training in the training section you can see train the generator, train the
discriminator and compute the loss obtained in discriminator loss obtained in generator. D(x)
indicates discriminator output then we feed input sorry real image from the data set whereas

G(z) indicates output if generated by the generator and it has been fed into discriminator. So,



D(G(z)) indicates the probability score that is output given by the discriminator when we feed
the fake image generated image generated by the generator this is what is exactly these

formulas indicate the terminology.
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notse = torch.andn(b_size, nz, 1, 1, dovicesdovice) 7

# Genexate fake inage batch with G

fake = net6(noise) -
TabeL 411_(fake_Labe1)
assify all fake bateh ith D

output = netd(fake.detach()).vien(-1)

# Calculate 0's loss on the all-fake batch

erxd_take = criterion(output, label)

# Calculato the gradients for this bateh, accusulated (summed) with previous gradients
oxrd_fake.backward()

0,621 = output.mean(). iten()

# Cospute exzor of D as sun over the fake and the Teal batches

ond = nd_resl ¢ emd_fako

# tpdate

optiizerd.step()

0

wo——————————
#(2) Update G network: maxisize 1og(0(6(z))) élwﬂ/\/
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. zexo_prad)

Label 511 (real_Iabe1) # fake Labels are al for genematar cost

# Since e Just apdated 0, portorm anothr formard pass of all-fake batch through 0
cutput = netd(ake).view(-1)

# Calcalate G's loss bused on this output

e = criterion(output, label)

# Calalate gradsents for G

0 o6 backward()

Next thing let us move on this is entire, this one is like training loop this is entire training
loop here with respect to generator and this loop has been written with respect to
discriminator. I have already told you in discriminator section the real images and the target
values will be kept 1 whereas if you give fake images, the output target value will be kept 0

and the loss functions were calculated accordingly.
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Whereas in terms of this generator what we do for the fake image itself only there they keep

the target value as 1. So that we are fooling the discriminator here using generator, using

generator this is how it goes and the lost values, error values everything is computed.
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our case our data set we have around some 5 8

something something like 128 batch size we have taken that means in each epoch, each epoch

contains a total of 41 total, 41 batches or 41
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Finally, Here, First,
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Loss versus training iteration

Below s  plotof D & G'sosses versustraining erations

pLt. Hgure(tigsizes(12,5))

So, if you observe the results here, here they have use 5 epoch for each and every epoch, we

will have 40 iterations out of 40 iterations we are going to see only for first one and 11th one



or 10th or 20th iteration likewise we will see the output once I will show you how to run the

code also. But as an explanation sake I am saying.
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Now coming back to the results. Here you can see the loss functions loss value, discriminator
loss and generator loss both are computed here, this color indicates discriminator and a blue

color indicates generator loss. End of the day both the loss should decrease.
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Now, this is just for the sake of how generated is progressing by taking the input random
noise vectors and outputting see here, all these images are not completely, not completely
drawn, you can see slight modifications are there, that means they are at the initial stage of
trainings, but as you pass by if you do very good training, all of them will come in to a very

good pictures later on.

At the end of this training, after playing so, many ways after playing around with the hyper
parameters during the training, you just have to verify the results here, here they have drawn
the real images and fake images as an output. This is what shown here, this is the final thing,

this is the complete explanation sake.
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As a summary note, let me explain again, in summary, we have to report all the modules, here
we have to set the hyper parameters, we have to set the hyper parameters, here the data set,
sub directory has to be kept in a certain format using this data set and data loader we are

going to convert the entire image data set into batches.

Later on the training loop will come, generator, discriminator, loss functions, training loop
and we have drawn the graph of the generator and discriminator loss during training and at
the end we have drawn the images generated by generator and real images that are present in

the training data that is it, nothing else.
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Q imatplotlib inline

from _future_
#imatplotlib inl
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import. o8
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port. torch
import. torch.nn as nn

ort. print_function

import torch.nn.parallel
import. torch.backends.cudnn as cudnn
import. torch.optin as optin

import torch.utils.data

import torchvision.datasets as dset
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import torchvision.utils as vutils

import. numpy as np

import. matplotlib.pyplot as plt

import. matplotlib.animation as animation
fron Ipython.display isport HTAL
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[1] inport torch.optim as optin
Q import. torch.utils.data
import torchvision.datasets as dset
W import. torchvision.transforns as transforns

import. torchvision.utils as vutils
import, numpy as np

=} import matplotlib.pyplot as plt
import matplotlib.aniation as animation
from Tpython.display import HTML

# Set. random seed for reproducibility
manualSeed = 999

randon. seed(nanualseed)
torch.manual_seed(manualseed)

<toreh._C.Generator at Ox7fae9ddBho>

O ¢ tosd dotaset
eget hetps://d dol

m 0w »0@:

Qoommen 25 & (@

R 1  Eai &
/ Disk o S

randon. randint (1, 10000) # use if you want new results

AVoBRQETE

ets/rschjbr9sj/3/files/810b2ce2-11c3-4424-996

tunzip /content/Shanglebbata. zip
dataroot = ' /content/CellData/chest_xray/train’

[ inflatiag: CellData/OCT/train/DNE/ONE-4376118-1. jpag
inflating: CellData/0CT/train/DHE/ONE-3157783-4. Jpeg
inflating: CellData/OCT/train/DME/DME-8123126-2.jpeg
inflating: CellData/OCT/train/DHE/OME-5313093-14. fpeg
intlating: CellData/0CT/train/OHE/DME-1972888-14. peg

o inflating: CellData/0CT/train/DHE/DHE-6884821-48. Jpeg
CellData/0CT/train/DHE/DHE-3712405-76. fpeg

inflatin
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Now, let us get back to code how exactly you can use this notebook this is the code actually,
see here I will run each and everything just focus. Once you open the Google colab, you can
see this one, it takes some time you need some patients. First part is done, here we are going
to download the data set. If you observe clearly from this link, from this link, we are
downloading the data that zip data has been unzipped here. See here, this file name

containing data set has been downloaded zip file that zip file has been extracted.

(Refer Slide Time: 48:31)
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“ [1] #manualseed = randon.randint(1, 10000) # use if you vant new results
randon. seed manualSeed)
torch,zanual_socd(sanualseed)
) <torch._C.Generator at 0x7££ae9dd8sbo>
tveBBQN

Q ° # Load dataset
}uget https: del 3/¢i1es/810b2ce2-11c3-4424-996e-3bef 36600907, It
tunzip /content/zhangLabbata .zip
dataroot = ' /content/CellData/chest_xray/train’

17:03:11 e i

Resolving data.nendeley.con (data.mendeley.con). .. 162.159.133.86, 162.159.130.86
Connecting to data.mendeley.con (data.nendeley.com) |162.159.133.86|:443... connected.
HTIP request sent, awaiting response... 301 Noved Pormanently
Locatior

22-05-06 17:03:11--
Reusing existing connection to data.mendeley.con:443.
HTTP request sent, avaiting response... 302 Found

ip [following)
ndol 1 1 "

Locatdon: ht £1les-prod.s). te1 4002-8£48: [£ollowing]
17:03:12~ 3 t-1

Resolving 1 3, t-1 s¥t5-publ i Deer 52.218.31

Connecting to iles-prod.s3 1 iles-prod.s3 1 [52.218.30.0]:443.... connect.

HITP request sent, avaiting response... 200 OK

Length: 8441154111 (7.96) (application/zip)
Saving to: ‘Zhanglabbata.zip'

thanglabbata.zip 4[> ] 499718 20.74B/s  eta 6n 298
o
E]
=
Hmpat() > sun_command() > _moniorpocess() > pol.process()
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File Edt View Insert Runtime Tools Help Saving..

(L
o x *lode +Ted o v | PEng A
7y AR randint(1, 10000) # use if you want new results
o BB W randon. soed (nanualSoed)
torch.manual_seed (sanualSeed)
|+ B
), g sample.data <torch. _C.Generator at 0x7££ae3dd8sb0>
[§ ZhangLabDatazip rNeBRO T
@ ¢ o dataset
Hluget. hetps://d dol 3/£1108/810b2c02-11¢3-4424-3960-3bef 36600907/ Thanglabbata. iy
tunzip /content/Zhanglabbata.zip
dataroot = */content/Cell0ata/chest_xray/train'
ol
.com (data.mendeley.com)... 162.159.133.86, 162.159.130.86
Connecting to data.mendeley.con (data.nendeley.com) |162.159.133.86] :443... comnected.
HTTP roquost sent, avaiting responso... 301 Moved Permanently
Location: 11c3-442 ip (folloving)
17:03:11-- del
Reusing existing connection to data.nendeley.com:443.
HTTP request sent, awaiting response... 302 Found
Location: 5 1 {£ollowin
7:03:12-- es-prod.s3. =1
Rksoivlag ndd piblio=g1las-prod.sd, 1 aed public-#11es-prod a3 1. MR
Comnsctiag to fc-tiles-prod.s3 t-1 les-prod.s3 t1
HTTP request sent, -uumng response... 200 0K
Length: 8441154111 (7.5G) (opplication/zip]
Saving to: 'zn-nqmmn 2ip’
thanglaboata,zip 15 | 122G 20.948/s et 5n 378
o
=]
B o 3860 vt
» Executing (1m 35) Cell > system() > _system_compat() > _run_command() > monitor process() > .pol_process()
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0 Comment &% Share 83 G
Fle Edt View Insert Runime Tools Help Alchanges saved

[x | O +Ten == 1" PN
/(1) #manualSeed = random.randint(1, 10000) # use if you want new results
c B BY randon. seed(nanualSoed)
torch.manual_soed (sanualSeed)
o

W, g sample data <torch._C.Generator at 0x7¢fae9dd8b0>
[ ZhengLabbatazip rveoBBOE
° # Load dataset

Files

(=]

el 3/44) 0b2ce2-11¢3~4424-996e-3bef36600907/ZhangLabData. zij

)unzip /content/shanglabbata.zip
dataroot = '/content/CellData/chest _xray/train'

inflating: CollData/chest_xray/train/NORVAL/NORMAL-9020082-0002.peg
inflating: CellData/chest xray/train/NORYAL/NORKAL-3400362-0002. 1p-9
intlating: CellData/chest_xray
intlating: CellData/chest my/mm/nonm/uuw-z76!391-0!»6 1peg
intlating: Cellbata/chest +jpeg
inflating: CellData/ches my/:zm/uonm/mm~zzs7sol—onm peg
inflating: CellData/chest xray g
inflating: CellData/chest xray
CeliData/chest_xray
ColLbata/chest_aray/tain/NORAAL/NORAL-6474032-0001. jm
my/:mn/noummcm-mym-onn.1m

»m

inflating
inflating

inflating
inflating
inflating:
inflating:
inflating:
inflating:
inflating:

Y
CellData/chest_xray/train/NORMAL/NORMAL- -L196989-0001. jptg

B m— 323268 avalable inflating: CellData/ches xuy/tumllﬂlm/NML-!!II!M-MDI jplq

) Execuing (6m 356) Cell > system) > _system_compat() >_fun.command() > monitorprocess() > polprocess()
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Later on we are going to keep the data root value. See how it goes. Let us download the data

set. It takes some time.
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= Fles Ox

-

o
- Celbata
» mocT
+ [ chestray
) test
- mwn
» [ NORMAL
» I PNEUMONIA
» M code
» I sample_data
[ ZhangLabbata zip

]

L

241068 avaable

A 1

+Code + s v pEding | A
[1) #manualseed = random.randint(1, 10000) # use if you want new results
randon. seed (manualseed)

o

torch.nanual_seed (nanualseed)

<torch,_C.Generator at 07¢fae9dd8sbo>
DRACH:=E XN B

# Load dataset

wget http del

tunzip /content/zhangLabbata.zip
dataroot = */con Data/chest,

3/files/6 4-99 6o~ 3bef 36601

xeay/train'

inflating: CollData/0CT/test/DHE/DHE-1839247-1. Jpeg
inflating: CollData/0CT/tast/DUE/DKE-596173-1. Jpog
inflating: CellData/0CT/test/DHE/DNE-2326103
inflating: CellData/0CT/test/DHE/DHE-18051
inflating: CellData/0CT/test/DHE/DHE-4609

inflating: ata/0CT/ test/DHE/DKE-92507
inflating: £a/0CT/ test/DHE/DHE-3894007:
inflating: £a/0CT/test /DHE/DHE-894860-1. Jpeg

inflating: CellData/0CT/test/DHE/DHE-5204675-1. Jpeg
intlating: CellData/0CT/test/DWE/DHE-5195971-1. jpeg
inflating: CellData/0CT/test/DHE/DHE-2478669-1. Jpeg
inflating: CellData/0CT/test/DUE/DHE-943690-7. jpeg
intlating: CellData/0CT/test/DUE/DHE-2587510-1. jpeg
inflating: CellData/0CT/test/DVE/DHE-180600-1. peg
inflating: CellData/0CT/test/DME/DHE-698993-2

inflating: CellData/0CT/test/DWE/DHE-2342892-1. Jpeg
inflating: CellData/0CT/test/DUE/DHE-4495353-2. jpeg
inflating: CellData/0CT/test/DUE/DHE-943690-1. peg

inflating: CellData/0CT/test/DWE/DHE-3259356-2. Jpeg
inflating: CollData/0CT/test/DME/DHE-845804-1. jpeg
inflating: CellData/0CT/test/DME/DHE-134479-1. jpeg
inflating: CellData/0CT/test/DUE/DHE-85452-5. jpeg

inflating: CollData/0CT/test/DME/DHE-5195971-2. jpeg
inflating: CellData/0CT/test/DHE/DHE-591617-1. jpag

8m10s  completed at 10:43PM
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Now, you can see that after downloading the data, we have personal details downloaded that

is failing sorry. The thing is cell data has been extracted from this particular file name, if we

observe in the cell data we have was OCT, chest X ray and code. But as of now, we will use

chest X ray dataset.

And in chest X ray data set my aim is just to focus on training data, train folder only and

inside see here, this is the content to extract the subdirectory of the train, just have to click

here and copy path and that path will be this one. So, do this one, one should download the

data and everything has been done.
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3 O # vumher of vorkers for dataloader
e BR B el
" o # Batch size during training
~ I Celloate batch_size = 128
» mocT
~ | chestoray AL Dnages: ALk
L inage_size = 6
- mtain
» I NORMAL # Nusber of chamnels in the training isages. For color images this is 3
» [ PNEUMONIA L2
» Doty # Size of 7 latent vector (i.e. size of generator input)
» I sample_data nz = 100
| ZhangLabbata zip
# Size of feature saps in generator
ngf = 64
# Size of feature maps in discrininator
ndf = 64
# Nusber of training epochs
nun_epochs = 5
# Learning rate for optinizers
1r = 0.0002
A4 # Betal hyperparam for Adan optimizers
=] betal = 0.5
- # Nusber of GPUS available, Use 0 for CPU mode.
Dk 241008 vl drE O
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) +Code +Text v SEdling A
= Fies OXx S Lo
0 rveoBROT
o BB # Sizo of fosture maps in discrininator
ndt = 64
® Nokedc ot (eEatnin
« m Cellata # ¥usber of training epochs
, mocr nun_opochs = 5
[m]
v sy " L ate for optinizers
» [ test 1r
- mton
I MR # Betal hyperparan for Adam optinizers
betal = 0.5
» I PNEUMONIA
) I code # Yurber of GPUs available. Use 0 for CPU mode.
» [ sample_data ngpu = | I
‘ ZhangLabData zip - —
[ ] # Create the dataset
dataset = dset. InageFolder root-dataroot,
transform=transforms.Compose([
transforns. Resizo(image_size),
# transforns.Grayscalo(1),
transforns.CenterCrop(inage_size),
transforns.ToTensor (),
transforns.Normalize((0.5), (0.5)),
m
# Create the dataloader
dataloader = torch.utils.data.Dataloader (dataset, batch sizesbatch size,
P shuffle=True, nun workerssworkers)
=) # becido vhich dovice o vant to run on
device = torch.device("cuda:0® if (torch.cuda.is_available() and ngpu > 0) else "cpu’)
L 210G e .
05 completed at 10:44PM S
N
DOGAN Tulrial.himl A % GANS for Medica.pof A ShowalypTEL

Now, let us get back to setting the hyper parameters everything let us run this one, number of
channels are 3 GB images next ngf ngf view, next thing is learning rate for both optimizers
has been kept as 0.0002 later on when we, we can play around that is not an issue 3, has been
kept as 0.5 for batch optimizers, GPU is number of GPUs are available suppose if you have 4
or 5 GPUs also you can do for parallel processing also. Suppose the data set you have is very
large and you have the available computational facility of having 4 or 5 GPUs you can go for

parallel processing that has also been accepted.

(Refer Slide Time: 58:12)
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¥, celioata
, # Nusber of GRUs available. Use 0 for CPU mode.
ocr
(=} .l
+ W chestxay ngpu = |
) mtest rveoB8PN
. it © ¢ create the dataset
+ I NORMAL dataset = dset.InageFolder (root=dataroot,
i transfornetransforms.Conpose( (
/[ PN transforns. Resize(inage_size),
) mode # transtorns.Grayscale(1),
+ B somple_data transforms .CenterCrop| inage_size),
[ ZhanglabDota zp tzansforms. Tolensor (),
transforns.Normalize((0.5), (0.5)),
]
# Create the dataloader
dataloader = torch.utils.data.Dataloader (dataset, batch sizesbatch size,
| shuftle=true, nun vorkers=workers)
# Decide which device ve want to run on
device = torch.device(cuda:0® if (torch.cuda.is available() and ngpu > 0) else "cpu’)
# Plot some inages
real_batch = next (iter(dataloader))
plt.Figuretigsize=(,8))
o plt.axis("off")
plt.title("Training Inages”)
I=] plt. inshow(np. transpose(vutils.make_grid(real_batch[0].to(device)[:64], padding=2, normalize=True).cpu(),(1,2,0)))
® o 106amlotie | [+ /usr/local/1ib/pythond. /d Loader.py:490: This Dataloader will create 4o
265 completed at 1045 PM % >§
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o
W g cebate
mocr
~ [ chestray
» [ test
« min
» [ NORMAL
» [ PNEUMONIA'
W code
» [ sample_data
| ZhangLabbatazip

[ ] # Custon weights initialization called on net

o def veights_init(m):
classnane = m._class_. _
S] if classname. find('Conv') I=
nn.init.normal_(n.veight.data, 0.0, 0.02)
L™ 241068 valable elif classnane. find('Batchlora’) 1= -1
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Now go for dataset creation, go for dataset creation, it takes some time because in batches
there are a lot of difference in batches. Now, the data loader has been generated at the same
time we are extracting some 64 images and they are all will be shown here. See here other
chest X ray images, there all digital images I will show you see here inside the training data.
Normal means see here this is very huge in space they are above 1000 also I mean size of the
image, know the pixel. You have seen this one every data contains 1000 by 129, 2930 like 4

digit numbers on the rows and both columns also.
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rVeoBRRPE
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B gy celinata
) mocT # custon s initialization called on netG and netd
- det weig (m):
] classname = m._class__._name__
> mtet it classnane. £ind('Conv') 1= -1:
~ [ tain nn.init.normal_(m.weight.data,
» I NORMAL elif classname. find(‘Batchliorn') I
I PUELVONA . dnit.normal_(m.veight.data,
. . init.constant_(n.bias.data, 0)
» i eode
» 1 somple_dota
| ZhonglabDatazip Generator Code
it_(self, ngpu):
r(Generator, self). _init_()
self.ngpu = ngpu
sel.nain = nn.Sequential(
# input is 2, going into a convolution
nn, ConvIzanspose2d( nz, ngf * &, 4, 1, 0, bias=Palse),
an. Batchlornzd(ngf * ),
0. ReLU True),
# state size, (ngf+8) x 4 x 4
o nn. Convizanspose2d(ngf * 8, ngf ¢ 4, 4, 2, 1, bias=Palse),
0. Batehlornzd(ngt * ),
E] nn.ReLU(True),
# state size. (ngf+d) x 8 x 8
I 201008 avmlatie nn.ConvTranspose2d( ngf * 4, ngf * 2, 4, 2, 1, blas=False),
255 completed at 1045 PM
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51 an. dnit.constant_(n.bias.data, 0)
. BEBY
o Generator Code
. celoata - rveB8DN
, mocT % class Generator(nn.Module):
(= I chestory - def _init_ (self, ngpu):
super(Generator, self)._init_()
» Wtest self.ngpu * ngpu
~ I tain self.main = nn.Sequential(
» I NORMAL # input ia 7, going into a convolution
I PNEMONA . Convizanspose2d( nz, agt * 8, 4, 1, 0, blesehalse),
an. BatchNom2d(ngt * §),
» moode nn.ReLy(True)
» I sampledata # state size, (ngf*8) x 4 x ¢
| Zanglabbatazip un. ConvTxanspose2d(ngt * 8, ngf * 4, 4, 2, 1, biaseFalse),
an.Batchlorm2d(ngt + 4),
n.ReLU(Trve),
# state size. (ngf+d) x 8x 8
on. ConvTzanspose2d( gt * 4, ngf * 2, 4, 2, 1, biaseFalse),
an.Batchiom2d(ngt * 2),
0. ReLU(Trve),
# state size. (ngf+2) x 16 x 16
nn.ConvTranspose2d( ngé * 2, ngf, 4, 2, 1, blassFalse),
on.Batchliornzd(ngf),
an.ReLl(True),
# state size, (ngf) x 32 x 32
nn. ConvTzansgose2d( ngf, nc, 4, 2, 1, biaseFalse),
@ nn.Tanh()
# state size. (nc) x 64
- ) state size. (nc) x 64 x 64
L™ 241063 bl ¢, focvari (w1t Aot
r , input):
05 completed at 1046 PM
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Now coming back to custom weight initialization on generator and discriminator. This is

generator code.
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1), g coloma netG = Generator (ngpe) - to(device)
mocr '
1 chesturay if (device.type == 'cuda’) and (ngpu > 1)t

1etG = nn.DataParallel (netG, 1ist(range(ngpu)))

ndle multi-gpu if desired

) et
- toin o
# Apply the veights_init function to randoaly initialize all veights
» I NORMAL # to mean=0, stdev=0.2.
+ W PNEUMONA netG.apply (veights_init)
I code

# print the nodel
» I sample_data print(netc)
[ ZhangLabbatazip

[ Generator(
(main): Sequential(

(0): ConvTranspose2d(100, 512, kernel_size=(4, 4), stride=(1, 1), bias=False)

(1): Batch¥orm2d(512, eps=le-05, momentun«0.l, affinesTrue, track_running_statseTrue)

(2)¢ ReLU(inplacesTrue)

(3): ConvIranspose2d(512, 256, kecr o 4), stride=(2, 2), padding=(1, 1), bias=False)

(4): BatchNorm2d(256, eps=le-05, momentuns0.l, affinesTrue, track_running_statseTrue)

(5)¢ ReLU(inplace=True)

(6): ConvTranspose2d(256, 128, kernel size=(4, 4), stride=(2, 2), padding=(l, 1), bias-False)

(7): BatchNorn2d(128, eps=le-05, momentun<0.1, affine=True, track_running_stats=True)

(8): ReLU(inplace=True)

(9): Convrranspose2d(128, 64, kernel_size=(4, 4), stride=(2, 2), padding=(1, 1), bias<False)

atchNorn2d(64, eps=le-05, momentun=0.1, affinesTrue, track_running_stats=True)

€ L (inplacesTrue)

(12): Convrranspose2d(64, 3, kernel_size=(d, 4), stride=(2, 2), padding=(1, 1), biaseFalse)
e (13): Tanh()

)
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Next thing is we will convert the model of generator into GPU model. The initialization

weights are also done here.
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Discriminator Code
N N
rveoB800
" o crininator (n.Hodul
« m Celbata _init_(selt, ngpu)
mocr super (Discriminator, self). init_()
W sty selt.ngpa + ngpu
self.main = nn,Sequential(
b et # input is (nc) x 64 x 64
~ [ train nn.Conv2d(ne, ndf, 4, 2, 1, bias=False),
) B NORMAL nn.LeakyReLU(0.2, inplace=True),
# state size, (ndf) x 32 x 32
» IMONIA-
i PAEUVO nn.Conv2d(ndf, ndf * 2, 4, 2, 1, blassFalse),
I code nn. BatchNom2d (ndf * 2),
» I sample_data nn.LeakyReLiU(0.2, inplace=True),
| ZhonglabDataip # state size. (ndf+2) x 16 x 16
nn.Conv2d(nd * 2, ndf ¥ 4, 4, 2, I, blassFalse),
nn.Batchiorn2d (ndf * 4),
nn.LeakyReLU(0.2, inplacesTrue),
# state size. (ndf+d) x 8 x 8
nn.Conv2d(ndf * 4, ndf * 8, ¢, 2, |, bias=False),
nn.Batchrom2d(ndt * ),
nn.LeakyReLU(0.2, inplacesTrue),
# state size. (ndf*8) x 4 x 4
nn,Conv2d(ndf * &, 1, 4, 1, 0, bias=False),
nn.Sigroid()
)
€ def forvard(self, input):
return self.main(input)
S}
® Jan0camisie Now,as with the generator, e can create the discriminator, apply the weighes_ini+ function, and print the model's structure,
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Now coming back to discriminator block. It has been executed similarly discriminator.
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BB 0 suncte mitiogpu 1t dosiced
it (dovice.type == 'cuda’) and (ngpu > 1)1
o netG = nn.DataParallel(netS, List(range(ngpu)))
. celioata
# apply the weights init function o randomly initialize all veights
o i oct # to mean=0, stdeve0.2.
« W chestxay n0tG. apply (veights_init)
» mtet
# Print the nodel
~ mun print(nets)
» I NORMAL
» I PNEUMONIA [ Generator(
iy (main): Sequential(
L (0): ConvIranspose2d(100, 512, kernel_size=(4, 4), stride=(1, 1), bias-False)
» I sampledata (1): Batchornzd (512, eps=1e-05, monentus=0.1, attine=True, track_rumiing stats=True)
| ZhongLabData zp (2): ReLU(inplace=True)
(3)+ Convranspose2d(512, 256, kernel_sizes(d, 4), strides(2, 2), paddinge(l, 1), bissFalse)
(4): Batehorn2d(256, opswle-05, momentuse0.1, affinesTrus, track_ruming statseTrue)
+ ReLUinplace=True)
+ Convranspose2d(256, 128, kernel_sizes(4, 4), strides(2, 2), padding=(1, 1), biassFalse)
+ Batchorn2d(128, epsele-05, momentur=0.1, affine=True, track rumning_statseTrue)
+ ReLU(inplace=Trie)
+ Convranspose2d(128, 64, kernel_sizes(4, 4), strides(2, 2), paddings(1, 1), blaseFalse)
atchNora2d (64, cps=lo-05, momenturs0.1, affinesTrue, track ruming stats<True)
Ll inplacesTruc)
+ Conviranspose2d(64, 1, kernel_size=(d, 4), steide=(2, 2), padding=(1, 1), bias=False)
(13): Tanh()
)
)
o
5] Discriminator Code
]
v MG |, 11 miaan nisarininatirinn.uodnl st &
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viscrminator voge
s BT DA
O class discrininator(nn.Module) :
W dof _init_(selt, ngpu)
- Cellata super (Discrininator, self)._init_()
mocr self.ngpu = ngpu
o . m chestoray self.main = nn.Sequential(

# dnput &s (nc) x 64 x 64
an.Conv2d(ne, ndt, 4, 2, 1, blas=Palse),
-t nn.LoakyRel(0.2, inplacesfruc),
+ I NORMAL # stato sizo. (ndf) x 32 x 32
I PNEUNONA nn.Conv2d(nd, ndf + 2, 4, 2, 1, bias<ralse),
nn.Batchorn2d(nd * 2),
I code nn.LeakyReLU(0.2, inplace=True),
» I sample data # state size. (adf+2) x 16 x 16
B Zhglabdotazp an.Conv2d(nd * 2, ndf * 4, 4, 2, 1, biaseFalse),
an.Batchiorn2d(nd * 4),
on.LeakyReL(0.2, inplace=True),
# state size. (df*4) X 8 % 8
an.Conv2d(nd * 4, ndf ¥ 6, 4, 2,
on.BatchNomm2d(ndf * 6),
nn.LoakyRely(0.2, inplacesTrue),
# state size. (1dfe8) x 4 x 4|
on.Conv2d(nde * 8, 1, 4, 1, 0, biassPalse),
nn.Sigsoid()

) mtest

bias=False),

)
def forvard(self, input):

return self.main(input)

Now, as with the generator, we can create the discriminator, apply the weights_init function, and print the model’s structure.
Disk 247008 vl
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Observe here generator this is 100 dimensional input vector and outputting 3 channel image
whereas the discriminator it is taking the input as a number of channels cross 64X64 here we

have increase around only 64X 64 and is giving an output as probability score see here.
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" o # Print the nodel
« i Celbata print (netD)
) moct
(= O Discrintnator(
«~ m chestxray (main): Sequential(
) test (0): Convad(l, 64, kernel size=(4, 4), stride=(2, 2), padding=(1, 1), bias=False)
. mtan (1)t LeakyReLU (negative_slopes0.2, inplacesTrue)
(2): Convad(64, 128, kemel sizes(d, 4), stride=(2, 2), padding=(1, 1), bias=False)
» [ NORMAL (3)+ Batchorm2d(128, eps=1e-05, momentus=0.l, affinesTrue, track ruaning_statseTrue)

» [ PNEUMONIA' (4): LeakyReLU(negative_slope=0.2, inplacesTrue)
0 (5): Convad(128, 256, kernel size=(4, 4), stride=(2, 2), padding=(1, 1), bias-False)
(6): BatchNorm2d(256, eps=le-05, momentum<0.1, affine=True, track running stats<True)
» [ sample_data (7): LeakyReLU(negative_slope=0.2, inplace=True)
n ZhanglabData zip (8): Conv2d(256, 512, kernel_size=(4, 4), stride=(2, 2), padding=(1, 1), bias=False)
(9): Batch¥orm2d(512, eps=le-05, momentun=0.1, affine=True, track_running_statssTrue)
(10): LeakyReL(regative_slope=0.2, inplace=True)
(11): Conv2d(512, 1, kernel size=(d, 4), stride=(l, 1), biaswFalse)
(12): signoid()

)
)

Train the GAN!
[ 1 # Initialize BCELoss function
critarion = nn.BCELoss ()
o
ch o 411 use to visualize
8 ’
= fixed_noise = torch.randn(64, nz, 1, 1, devicesdevice)
Disc 241068 aalabe
Os  completed at 1046 PM
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Input as 3 channel image and outputting sigmoid sigmoid output is nothing but 0 to 1

rounded of 2. So, we are considering them as probability scores. Now, discriminator block is

done, generator block is done and these models have been sorry both networks have been

moved to device GPU devices. Next thing model converting model into GPU device in the

sense all the parameters that have been converted into GPU tensors.
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-
a Train the GAN!
W, g celoata
o mocT © # mnitialize BeELoss function
L chestxy criterion = nn.BCELosS ()
bt 411 to visua
- mten g
+ 0 NORMAL 4 1, device=device)
» I PNEUMONIA
od- eal and fake labels during training
) code

» I somple_data
[ ZhanglabData zip

fake_label = 0

# Setup Adam optimizers for both G and D

optinizerd = optim.Adan(netD. o 1rs0.0002,

optizizers = optin.Ad ), Lz=0.001,

raining Loop

Lists to keep track of progress
ing_list = (]

6_losses = (]
D_losses = (]
o
pri 00p...")
E] £
for ge (nun_epochs):
L™ 241063 avalable ! Fo

ch batch in the dstalosder
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Now, coming back to training the GAN, here we are used the lost binary cross entropy loss

only it is a noise this is for visualization purposes focusing on generator later on you will

understand. The real label is 1 optimizer and discriminator see here, how changes the value to



earlier in the case of discussion I have told both the learning rates have been kept to 0.0002

and 0.0002.

But here, after doing some modifications or playing around with the values here, I came to
know that maybe this value is giving somewhat good understanding of hyper parameter. So I
kept this one but you can play around with first, you can start with both 0.0002, 0.0002 and

later on you can do some changes to learning rate.
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# (2) Update G network: maxinize log(D(G(z)))
" o 1
~ [ Cellbata netG. zero_grad()
» mocT label.fil) (real label) # fake labels are real for gener t
< oy # since we just updated D, perforn another forvard e batch through D
output = netD(fake).view(-1)
k) et # Calculato G's loss based on this output
~ [ tain errG = criterion(output, label)
+ I NORMAL # calculate gradients for G
» W PNEUMONA errG.backward()
D_G_22 = output.mean().iten()
» Wcode # Update G
» I sample_data optimizerG.step()
[ ZhangLabbatazip
# Output. training stats
1£4 8410 = 0: Loading
print('(Vd/4d](Vd/vd]\tLoss D: ¥.4f\tLoss G: V.4£\tD(x): V.4£\tD(G(2)): V.4f / V.4f"
4 (epoch, num_epochs, i, loX(dataloader),
erzD.iten(), errG.item(), D_x, DG z1, DG 22))
# Save Losses for plotting later
G_losses.append(errG. iten())
D_losses. append (ezzD. iten())
# Check how the generator is doing by saving G ot on fixed_noise
£ (iters 4 500 == 0) or ((epoch == num_epochs-1) and (i == len(dataloader)-1)):
€ with torch.no_grad():
fake = netG(£ixed_noise) .detach() .cpu()
8 ing_1ist.append(vutils.make_grid(fake, padding=2, normalizesTrue))
= Disk. 241068 available iters += | §v“\
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optinizerG.step()
-3 N °
# Output training stats
" A48 10 w0
LU 1 Celdata print(’[1d/44][44/4d]\tLoss_D: 1.4f\tloss Gt %.4f\tD(x): V.4E\ED(G(2)): V.4f / V.4
, mocT % (epoch, nun_epochs, i, len(dataloader),
+ m chestoaay errD.itea(), errG.itea(), D_x, D_G_zl, DG 22))
) et # Bive Toweas for Glotelng Leter
+ i G_losses. appenderrG. iten())
» I NORMAL ©_losses. append errd. iten())
. 0 PNEIMONA # Check how the generator is doing by saving G's output on fixed noise
» I code if (iters 4 50 ) or ((epoch == nun_epochs-1) and (i == len(dataloader)-1)):

» I sample_data
[ Zhanglabbatazip

with torch.no_grad():
fake = netG(fixed noise).detach() .cpu()

ing_List.append(vutils.nake_grid(fake, padding=2, normalizesTrue))
itors 4= 1
[ Sterting Training Loop...
Juse/local/1ib/pythor3. Loader.py490: This Dataloader will create 4 wor
cpuset_checked
(0/5)(0/41) D(G(z)) 0.5837 / 0.0113
{0/5](10/41) 0.6424 /0.0000
10/5)(20/41) G 53/ 0.0001
(0/5]130/41] D(6(2)): 0.2121 / 0,008
(0/5)(40/41] D(G(2)): 0.8172 / 0.0040
(1/5)(0/41) D(G(z)): 0.6269 / 0.0092
<« (1/5](10/41) 4.9692 D(G(z)): 0.8349 / 0.0115
(1/5)(20/41) 3.2037 D(G(2)): 0.4831 / 0.0515
8 (1/5)(30/41] 2.6449
11/5)(40/41) 2,02
L™ 241068 avalable (2/5110/41) 569
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Let me run this one. Now, the final thing training loop, generator updation and discriminator
updation, you can see here, as I told you earlier, we have only 41 batches, each batch contains

of some 128 images out of this 41 also and in each and every epoch I have 41 batches, I just



want to show the, I want to see the loss value at after every 10 iterations that is why I have

keptani/10=0.

So, if you want to see out of these 41 iterations you may want to see for every 5 iterations just
keep a 5 value here. Suppose 20, just keep a 20 value here. So, we are observing the
discriminator loss, generator loss, output of the discriminator, at the same time output of the
discriminator run fake image is given and at the same time real images is given, this is how

the entire thing goes on.

(Refer Slide Time: 62:56)

¢sc@ o b 0@
( & Copy of Chest X-Ray ShenaniGANs (DCGAN).ipynb B ommen £ Saee t\
Fie Edt View Insert Runtime Tools Help
e T = e—
= x| *Code +Ten fo / Eitng | A
{107 OPtizizerd = optix.Adan(netD ters(), 1r=0.0002, 1 0.999))
B BY optinizerG = optim.Man(nety ters(), 1r=0.001, 1 0.959))
o rveolQg@n:
] Q) / aining Loop
~ m Celibata
» mocr # Lists £ Xaep txack of progress
« I chestxy ing list = (]
) mtest sl
D_losses = (]
- Wtan iters = 0
» B NORMAL nun._epochs = 5
+ B PNEUMONA print("Starting Training Loop...")
) moode # For cach epoch
for epoch in range(num_epochs): 1
»  sample_data # For cach b ho dataloader
[ ZhangLabatazip ) for i, data in enuserate(dataloader, 0):
08
# (1) Update D maxinize log(D(x)) + log(1 = D(G(z)))
P11 18
## Train vith all-real batch
netD. zero_grad ()
# Format. batch
real_cpu = data(0].to(device)
b_size = real_cpu.size(0)
label = torch.full((b_size,), real label, dtypestorch.flont, devicesdevice)
# Forvard pass real batch through D
- output = netd(real_cpu).view(-1)
# Calculate loss on all-real batch
B errD_real = criterion(outpat, label)
# calculate gradients for D in backvard pass
= errD_real .backvard()
Disc 241068 aalable 5
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° AV =0 rvoB8DT !
Q (bR AERN] print(*[4d/4d](¥d/4d]\tloss D: ¥.4£\tLoss_G: 4. 4£\D(x): %.4£\ED(G(2))s V.4 / 4.4¢

% (epoch, nun_epochs, i, len(dataloader),
erzD.itea(), errG.iten(), D_x, D_G_zl, DG 22))

g .o
W gy celbate
# Save Losses for plotting later

> moot G_lonses. append (err.iten())
~ [ chesturay D_losses. append (errd.iten())
» test
i€ (iters 4 500 == 0) or ((epoch == nun epochs-1) and (i == len(dataloader)-1))s
» [ NORMAL with torch.no_grad():
» I PNEUMONIA fake = netGfixed_noise) .detach() .cpu()
) meode ing_List.append vutils.nake_grid(fake, padding=2, normalizesrue))

» I sample_data
[ ZhangLabata.zip

iters 4= 1

w Starting Training Loop...
/ust/Local/Lib/python3. P 1490: 7his Datalosder will create 4 wor
cpuset_checked))
(0/3)(0/41)  Loss D: 2.0879 Loss Gt 3.3653 D(x): 0.3770  D(G(z)): 0.5501 / 0.0520
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~ I chestay
) test
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» [ NORMAL
» [ PNEUMONIA'
) mcode
) W sample_data
[ ZhangLabbatazip
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Now, let us run this value. So, let us run this training loop, let us see how the training
continues. See here. This is the first step out of 5 epochs and inside that 5 epochs, sorry,

inside that first epoch only, we are observing the first iteration out of 41 iteration see here.

This is the 10th iteration. These are the values of loss values, discriminator loss values and
the generator. By observing these loss values we just have to observe these values and make a

decision, 4th epoch is going now, here given number of epoch is 5 epochs only. Now, the

training has been done.
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D_losses. append(erzD. iten())

with torch.no_grad():
fake = netG(fixed_noise) .detach() .cpu()
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rator is doing by saving G's output on fixed noise
) or ((epoch == nun_epochs~1) and (i == len(dataloader)-1)):

ing_List.append(vutils.nake_grid(fake, padding=?, normalizestrue))

iters 4= |

. Starting Training Loop...

/use/local/1ib/python3. p Toader.py:490: 7his Dataloader will create 4 wor,
cpuset_checked) )

(0/5)(0/41) Loss_D: 2.0879 Loss 3.3653 D(x): 0.3770 D(G(2)): 0.5501 / 0.0520
(0/5)(10/41) 13.6661 D(x): 0.8025  D(G(z)): 0.6351 / 0.0000
(0/5](20/41) 11,2471 D(x): 0.7037 D(G(z)): 0.1853 / 0.0000
(0/5)(30/41) 12,7184 D(x): 0.8494  D(G(z)): 0.9895 / 0.0000
(0/5](40/41) D(x): 0.6459 D(G(z)): 0.9150 / 0.0049
(1/5)(0/41) D(x): 0.2484  D(G(z)): 0.3105 / 0.083¢
(1/5)(10/41) D(x): 0.3611  D(G(z)): 0.5151 / 0.0915
(1/5)(20/41) D(x): 0.3044 D(G(2)): 0.5691 / 0.0884
(1/5](30/41) 1+ 0.2579 D(G(z)): 0.5939 / 0.1097
(1/5)(40/41) :0.3285  D(G(z)): 0.5604 / 0.1761
(2/510/41) 10,3965 D(G(z): 0.6679 / 0.1067 ¥
(2/5][10/41) £ 0.3807  D(G(z)): 0.6201 / 0.1583
(2/5)(20/41] 04465 D(G(z)): 0.7141 / 0.0844
(2/5)(30/41) 0.4188  D(G(z)): 0.4708 / 0.2322
(2/5)(40/41) 0.4270 D(G(z)): 0.6124 / 0.1722
(3/5)10/41) + 0.4614 D(G(2)): 0.5957 / 0.1307
(3/5)(10/41) + 0.4787 D(G(2)): 0.5657 / 0.1453
(3/5)(20/41) 1 0.3090 D(G(2)): 0.5762 / 0.2784
(3/5](30/41) D(x): 0.4264  D(G(z)): 0.4845 / 0.2168
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» [ sample_data
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(3/5){20/41)  Loss D 2.4000 414404 D(x): 0.3090  D(6(z)+ 0.5762 / 0.2784
1311 (3/5)(30/41) L6932 1.6974 D(x): 0.4264  D(G(z)): 0.4845 / 0.2168
(3/5)(40/41] L9234 26491 D(x): 0.5491  D(G(z)): 0.6709 / 0.0958
(4/5)(0/41) L3091 0.5790 D(x): 0.2135  D(G(z)): 0.2863 / 0.5912
(4/5)(10/41) 3 1.2059 D(x): 0.3974  D(G(z)): 0.4220 / 0.3167
(4/5)(20/41) 15496 L 15779 D(x): 05092 D(G(z)): 0.5102 / 0.2471
(4/5)130/41] D: 18272 Loss_G: 15213 D(x): 0.4661  D(G(z)) 0.5748 / 0.2616
(4/51140/41]  Toss D: 1.6057 Loss G: 1.3839 D(x): 0.4912  D(G(z)): 0.5313 / 0.2672
~ Results
Finally,lets check we did. Here, we will look at three different results. First, hanged during training.
Second, we will visualize G's output on the fixed_noise batch for every epoch. And third, we will look at a batch of real data next to a batch of
fake data from G.
Loss versus training iteration
Belowis a plot of D & G's losses versus raining terations.
rveolg@dN i
) o1t tigure(sigsizes(10,5))
plt.title("Generator and Discriminator Loss During Training')
plt.plot(G_losses, label="G"
plt.plot(0_losses, Labe!
plt.xlabel (*iterations*)
plt.ylabel (‘Loss")
plt.legend()
plt.show()
-
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Visualization of G's progression
Remember how we saved the generator’s output on the fixed. y epoch of training. Now, we can ing
progression of G with an animation. Press the play button to start the animation.
o
S] [ 1 #capture
£ig = plt. figure(figsizen(9,8))
L™ 241068 avaiable plt.axis(off") §“;
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o
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Now, let us see how the loss function, loss cause will be, see here both the losses are going
down. But here you can see a sudden jump of generator from the discriminator loss value.
But as the days pass by as the number of epochs increasing since I have used it very very less

number of epochs you can go and change that to later on you can play around let us see.
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This progression I mean here in each and every loop we have the noise vectors it is
corresponding, see here you can see the images are similar to chest X ray images whatever,
but not almost close to them, but you can see those replications somehow you can identify

the.
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) code Finally,lets take a look at some real images and fake images side by side.
» 1 sample_data Y- 18 B
[B ZhangLabDatazip # Grab a batch of real images from the dataloader
)real_batch = next (iter(dataloader))
# Plot the real inages
plt. figure(£igsize=(80,80))
plt.subplot(1,2,1)
plt.axis("off")
plt.title("Real Inages”)
plt.inshow(np. transpose(vutils.nake_grid(real_batch(0].to(device)[:64], padding=5, normalizesTrue).cpu(),(!,2,0)))
# Plot the fake images from the last epoch
plt.subplot(1,2,2)
o plt.axis("off")
plt.title("Pake Inages*)
5] plt.imshow(np. transpose(ing_list(~1],(1,2,0)))
plt.show()
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Let us see first 64 images were exactly the output has been taken out, see here these are all
left side you can see all the real images whereas the right side you have only fake images. So,

now the entire task is done.

Now, our turn is to modify hyper parameters. So, that you should get this distribution or this
chest X ray images almost similar to these values. Then we can say that generator has been
trained very well and we can save that particular model. You can now randomly give a
random noise vector with a particular generator saved model and you will definitely get a

chest X ray image out of it. So, the entire problem has been done.
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Now, as a summary note I can say that it is completely for any model hyper parameter tuning
is very important that is where your skills matter. Now, coming back to suppose if you are,
you should have using chest X ray data, you may have some other data and keep the
directories like this inside the chest X ray go to train data inside this suppose you have some
N number of classes, keep all the N number of classes here and this is how the directory

should be present. So, I can see that the task has been done, thank you.



