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Lecture - 13
F- tests

Hello, come to the course on Biostatistics and Design of Experiments. Today we will talk more
about the F-test. Yesterday | introduced what is F-test? And how useful it is? So, we look at

some more problems on this F-test.
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F Test

Ho: Standard deviation of population 1 is equal to the standard
deviation of population 2

2

62 = 62

Calculate F ratio , F =ss,?

If F value is less than F from Table then accept Ho, else
reject Ho and accept Ha

F distribution degrees of freedom
df1 =n,-1 and df2 = n,-1

So, F-test what does it do, the Ho that is the null hypothesis the standard deviation of
population 1 is equal to standard deviation of population 2 that is

2— 2

6417 = 02
. S0, the alternate hypothesis could be the standard deviations areg not equal or standard
deviation of population 1 is greater or standard deviation of population 2 < 1 and so on
actually. Here we calculate something called F ratio, F is given by the variance of the sample

1, variance of sample 2. And if the F value is < what is reported in the table, then we do not



reject the null hypothesis. The F value calculated > F table then we reject the null hypothesis
and accept the alternate hypothesis. S@ there is a table for E here also, just like we saw table
for t, we saw table for z. So here, there are 2 degrees of freedom because the numerator will
have 1 degree of freedom which is pg=1, if n 1 is the number of data points for the numerator
sample and for the denominator the degrees of freedom will be ng=1, where ng will be the

number of samples in for the sample set 2.
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F-distribution

+ Fisher-Snedecor distribution

* Is acontinuous probability distribution Is a
right-skewed distribution .

* |t has a minimum of 0, but no maximum
value

+  All values are positive.

+ Used commonly in Analysis of Variance
(ANOVA)

* Hypothesis testing to determine whether
two population variances are equal

The E distribution generally looks like this, it has got a 0, but the maximum is not fixed. It
has a minimum, but the maximum is not fixed. So, it is a skewed, it is a right skewed
distribution like this. It is commonly used if your comparing variances, if your performing
something called analysis of variance, if you are doing curve feet that means regression
analysis, you want to find out how good feet is ! Then we use this type of E ratio that means
variance of 1 sample divided by the variance of the sample 2. So generally, the hypothesis, as

| said null hypothesis I§ the variances are equal actually.
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F table for p =0.05

DEGREE OF NUMERATOR (V1)
1 2 3

1 161.45 199.50 215.71 224.5

2 18.51 19.00 19.16
3 10.13 9.55 9.28
4 771 6.9 6.5
S 6.61 5.79 5.41
6 5.99 5.
7 5.59 )
8 5.32
9 5.12
10 4,96
11 4.84
12 4.75
13 4.67
14 4.60
15 4.54
16 4.49
17 4,45
18 4.41
19 4.38
20 4,35
21 .32
2 4,30
23 28
24 .26
- 28 .24
S 26 23
N 7 21
3 2 2
3 28 4.20
h ! 29 4.18
30 417

=
©
—
m

That is what is E distribution is all about and | said there is a table, | showed you in the
previous class also. So, for the numerator you have like this, along the column degrees of
freedom and then for the denominator we have along the rows degrees of freedom. So you
look at the F value and this is for p = 0.05 that means 95 % confidence interval. Now for

beyond and 10 we have continuation on this table, so it goes like this 20 goes up to 30.

(Refer Slide Time: 03:02)

F table for p =0.05

14 15 16 17 18 19 20

DEGREE OF NUMERATOR (V1)
v 11 12 13

§ 200 2

N 6 18 215 21 09 207 205 203 20 200 1.9

§ 2 213 210 208 2.06 200 2.0 200 1.9 197

Y 8| 215 212 200 206 204 202 200 1.9 1.9 1.9
9| 21 10 2.08 205 203 200 1.9 197 1.9 1.9
0| 213 2.00 2,06 2.0 o 1.9 108 1.96 1.95 1.9

=
©
—
m

As you can see it starts quite high 161 E value but it keep going down, down to a lot 1.93, if

the degrees of freedom for numerator and denominator are quite high. So, generally as you



can see here, from a very large value it sort of comes down here. So as a ball park figure for
the degrees of freedom it is good if you have about 10 to 12 for the numerator, as well as 10
to 12 for the denominator that means see here almost here. And of course, if you want to have
very good comparison you need to have more degrees of freedom. But as a ball park figure
just like, in key distribution also | did mention that about a 6 to 7 or 8 degrees of freedom is
reasonably ok. Same way here if you are doing an E calculation, | really wish we should think
about 10 degrees of freedom for the numerator as well as the denominator, so we will be
somewhere here.
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F - Distribution (1= 0.01 in the Right Tail)
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F - Distribution (1= 0.01 in the Right Tail)
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Similarly just like p = 0.05, we can have another F table for p = 0.01. You can see here the
numerator goes like this, denominator goes like this and again continuation of numerator goes
like this actually. This is for the right tail as I did show you, so this will be the area outside
for both the t table gives you the area outside. So, do not forget that.

(Refer Slide Time: 04:43)

+  Excel Functions:

+  FDIST(x, df, df;) = the probability that the F-distribution with df, and df, degrees
of freedom is 2 x; i.e. 1 = F(x) where £ is the cumulative F-distribution function

FDIST(x, deg_freedom1, deg_freedom2)

Use this function to determine whether two data sets have different degrees of
diversity

Example: you can examine test scores given to men and women entering high school
and determine if the variability in the females is different from that found in the
males.

FDIST(15.20675,6,4) = 0.01

There is an Excel function. In fact, there are 2 Excel functions, one is called the FDIST Excel

function, other is called FINV Excel function.

Insert the slide of FINV from the video

*  FINV{a, df;, df,) = the value ¥ such that FDIST(x, df,, df,) =1-a;

*  The value x such that the right tail of the F-distribution with area a occurs
at x. This means that Flx) = 1 =a, where F is the cumulative F-function.

* Returnsthe inverse of the F probability distribution. If p = FDIST(x,...), then
FINV(p,...) = x.

FINV(probability,degrees_freedoml degrees_freedom2)
Probability is a probability associated with the F cumulative distribution

FINWV{D.01,6,4) = 15.20675

FINV uses an iterative technigue for calculating the function.

Given a probability value, FINV iterates until the result is accurate to within
3x10°7,

If FINY does not converge after 100 iterations, the function returns the #N/4
Brror value,
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+  Excel Functions:

+  FDIST(x, df, df;) = the probability that the F-distribution with df, and df, degrees
of freedom is 2 x; i.e. 1 = F(x) where £ is the cumulative F-distribution function

FDIST(x, deg_freedom1, deg_freedom?)

Use this function to determine whether two data sets have different degrees of
diversity
Example: you can examine test scores given to men and women entering high school
and determine if the variability in the females is different from that found in the
males.
FDIST(15.20675,6,4) = 0.01

In the FINV excel function, if a is the probability value, so if | am talking about 95 %
confidence | will give a as 0.05, when df 1, df 2, | give the degrees of freedom of numerator
and denominator respectfully. It tells you, what is the E value, exactly it is like that table. So
given the o that is 0.05 or 0.01, given the df 1 and df 2 it tells you what is the E value exactly
like the table. Whereas if you look at the FDIST, here it gives you the probability that mean it
gives the p value. So df 1 is a degrees of freedom, df 2 is the degrees of freedom and x is that
ratio which we calculate from our calculation and it will give the probability. So if I am
interested in knowing the probability I use this function that means | put in the E ratio here,
then it gives you the probability and you can see whether the probability is less than 0.05 or
less than 0.01 for a 95 % or a 99 % confidence respectively. So for example, here it is shown
so the E ratio is 15.2, numerator degrees of freedom is 6, denominator is 4. So the probability
is given as 0.01. So FINV is exactly like the table, given the probability a it gives you the F
value like 0.01, it gives you the 15.2 the F ratio, so we can use both these functions. And
similarly the GraphPad software also has the option of calculating the probability, | showed

you last time.
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During clinical trials 9 blood samples were tested in two different labs located in
different parts of the world

The standard deviations of the results in Lab 1 and Lab2 were 9,34 and 6.59 (mg/m)
respectively. Ascertain by F test whether there is a statistical difference in the results.

Let us look at another problem, during clinical trials as you know clinical trials are carried
out on human volunteers, it could be a multicentric, multi with different locations, different
labs, it can even go different continents also. So sometimes samples are sent to 2 or 3
different labs and cross checked to see whether the results are consistent and we say
consistent, that mean variances are minimal, that means can | say there is no difference
between the variance from lab 1 to lab 2. So that I can be confident that irrespective of where
I send my sample, I will get good results or is there a difference in the variance in lab 1 and
lab 2. I can use this type of a | test for comparing instruments also, | take the same set of
samples and then | inject in 2 different instruments and | can get variance for instrument 1,
variance for instrument 2, calculate E ratio and then | can tell, is there a statistically

significant difference or there is no statistical significant difference.

Let us come back to our problem. So during clinical trials 9 blood samples were tested in 2
different labs located in 2 different parts of the world. This is very common actually because
clinical trials sometimes done in different continents, may be America's, may be Europe’s,
may be Asia's, Africa’s and so on. So you want to be sure whether the results you get because
some of these sample blood samples for example, are analyzed using high pressure liquid
chromatography. So you will not know the samples analyzed in say Asian lab are consistent
or similar to the samples analyzed in European or an American lab. This is a typical study. So
same 9 blood samples they were tested in 2 different labs located in 2 different parts of the

world.



So the standard deviation, so 9 blood samples. How do you get standard deviation? You take
the mean and then you take the difference from the mean of each values, square it up, sum it
up, divide by n - 1, here in n is 9 so 8 take a square root, that gives you standard deviation. So
you find that 9.34 is the standard deviation of these samples from lab 1 and 6.59 samples

from lab 2. Ascertain by F test whether there is a statistical difference in the results, simple.

(Refer Slide Time: 09:10)

During clinical trials 9 blood samples were tested in two different labs located in
different parts of the world

The standard deviations of the results in Lab 1 and Lab2 were 9.34 and 6.59 (mg/ml)
respectively. Ascertain by F test whether there is a statistical difference in the results.

Ho: 0, =%,
Ha: 0%, #0%

So you calculate their E ratio. Of course the

Ho: 02, =02,

Ha: 02, #02,
then

, because we are here we are looking at only not equal or different. So like that.
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During clinical trials 9 blood samples were tested in two different labs located in
different parts of the world

The standard deviations of the results in Lab 1 and Lab2 were 9.34 and 6.59 (mg/ml)
respectively. Ascertain by F test whether there is a statistical differerice in the results.

Ho: 0%, =0,
Ha: 0%, #0%,

F =9.342/6.59"2 = 2.01

F table (8,8) = 3.44, p=0.05

There is no reason to reject the null hypothesis

0
0
%

iy,

=
)
-
m

Now of course we can put a p value of 0.05. So F table for 8 degrees of freedom, let me go
back to the F table for 8 degrees of freedom each 8 and 8, | get 3.44. So the table t is 3.44 for
8 and 8 degrees of freedom, when | take 9.34 2 / 6.59 2, | get 2.01. So obviously, the F
calculated is less than the F table. There is no reason to reject the null hypothesis. We need to

accept the null hypothesis that means, there is no statistical significant difference between the

two labs results from both the labs.

(Refer Slide Time: 10:14)

Use Excel function

FDIST(x, df,, df,) = the probability that the F-distribution
with df, and df, degrees of freedom is 2 x; i.e. 1 - F(x) where F s the
cumulative F-distribution function

FINV(a, df,, df;) = the value x such that FDIST(x, df, df,)=1-a;

The value x such that the right tail of the F-distribution with area a occurs
at x. This means that F(x) = 1 - a, where Fis the cumulative F-function.

Use GRAPHPAD Software

gy,

=z
o
-
m




We can use the same thing using the Excel like I said we can use any one of them. So let us
use FDIST, FINV.

(Refer Slide Time: 10:29)

During chevcal trials § blood samples were tested in two dievent labs located in
| ciferent parts of the word

The standard deviations of the resuts in Lab 1 and Lab2 were 9.34 and 6.50 (mpimi)

respectively Ascetain by F test whether Bere is 3 statstical dference i the resuts

F=93426502 =201

F tadie (8.8) = 344, p=0.05

There is no reason to reject the nul hypothesss

a6l asnided

| go to excel here then I will say B distribution. | give the value of E is equal to 2.01, 8
degrees of freedom, 8 degrees of freedom. It calculates p as 0.17, so obviously p is very large,
it should have been less than 0.05 for a 95 %. So we accept the null hypothesis. If we look at
FINV, we give the probability and it will calculate the E value. So, FINV the probability 95
%, 8 degrees of freedom so it gives you 3.438, so exactly FINV function here in your excel is
exactly like your table. So FINV function is exactly like your table. If you do not have a table
we can use FINV. So we give the 0.05 as the probability for a 95 %, give the 2 degrees of
freedom and calculate 3.438 that is the E table and F value is 2.01 so obviously, there is no

reason for us to reject the null hypothesis.

We can use both this commend FDIST, knowing the F ratio it calculates the probability,
FINV knowing probability, it calculates the I ratio. Now we can do the same thing, using the
GraphPad software also let me show you that. So GraphPad as you can see here I value is
done here. So we go here, continue we say. So again this also has both the options given
probability, it can calculate E value, given F value it can calculate p value. So let us look
from here, calculate p value so we say continue, go to I value so I is 2.01. So degrees of
freedom numerator is 9, denominator is 9. So we compute, it gives you 0.1565 as in the Excel

or we can use this, given from the probability it will calculate from the probability it will



calculate your F value so 0.05, 8 degrees of freedom, 8 degrees of freedom, compute F, here
you can see F = 3.44 so again if you look here 3.4. So we see in both the cases, we can get
both these using these 2 different commands that is available. So here from the probability,
that means | give 0.05 it will give me the F value, that means, exactly that table that is FINV.
Whereas here given the ratio it will give the probability that is that F test command, that is
the FDIST command actually. Whereas in our calculations what we do is, in our calculations
we calculate E value and then we go to the table 8 , 8 degrees ofjfreedom for p = 0.05 we get
3.44. So there is no reason for us to reject the null hypothesis. So | taught you so many

different approaches by which we can calculate the F distribution.

So just numerically with the help of a table, we can do this or we can use the excel function
FINV and FDIST function are there or we can use the graph pad software also there. So, both

can be done.

(Refer Slide Time: 14:50)

ANOVA (ANALYSIS OF VARIANCE) and F-value

* The F-test in one-way ANOVA assesses whether the expected
values of a variable within numerous pre-defined groups
differ from each other

The one-way ANOVA F-test statistic (F- value ) is the ratio of :

F=  Effect Variance
Error Variance

F= Between-group Variance
Within-group Variance

Now let us look at something much more advanced it is extremely useful that is called the
ANOVA, analysis of variance. ANOVA also makes use of this F test basically. So it also
calculates some variance divided by some other variance, and then it looks at the F table and
either accepts the null hypothesis or rejects the null hypothesis. So ANOVA is extremely
useful in that in that way, we can use it for comparing the large number of sample size.
Whereas if | have only 2 sample sets | can use 2 sample t test, but 2 sample t test compares

means. | can use an ANOVA which compares variances using the F test, but the main



advantages if | have many samples in 1 shot, | can use the analysis of variance and | can
compare and see whether there are differences in the variances of each of these population or

not.

So there is something called one = way ANOVA, two way ANOVA, three way ANOVA and
so on actually. Suppose if | am comparing 4, 5 drugs for diabetes then that is called a one =
way ANOVA that means, | am comparing only drugs. So | will see variations in the
performance of each of the drug. But suppose | am comparing not only say drug a, b, ¢ but |
am also comparing between male and female, | want to know how the drug perform between
male and female. So | have drug as 1 set of group and I also have the gender as another set of
the group, because you can always have a drug performing differently on a male and
differently on a female. There are many examples where drugs perform very well on male, it
does not perform very well on female. So we can have 2 sets of a groups here right, | can
group them based on drugs a, b, ¢ or | can group them based on the gender male and female.
So that is called a two way ANOVA.

Like that we can have a three way ANOVA for example, if | am comparing 3 drugs a, b, c, |
am comparing male and female gender male and female and | am comparing Europe and U.S
because now a days it is well known that drugs behave very differently between Asian
population and African and Europeans and so on actually. So imagine | am performing
clinical trials in USA and Europe simultaneously, on 3 different drugs on male and female.
So what we have? 1 set of groups should be drugs a, b, ¢, another set of could be the male and
female gender, the 3 rd one could be the continent Europe and U.S. So we have a three way
ANOVA.

So like that we can have multi way ANOVA also, one way ANOVA, two way ANOVA,
three way ANOVA, right. So we are going to look at each one of them slightly in more detail.
So here also we perform F test that means, we divide 1 variance by another variance. So what
are the variances we divide by? So in a pne way ANOVA for example, suppose there is a
drug a, b, ¢ we are comparing. So between group variance that means, between the drug
variance, that is a, b, ¢ and within the group variance that means, when | am doing multiple
same drug given to many patient will be some variance inside right, because same drug will
perform differently. So you may have different sets of answers there that is called within
group variance. So F is calculated based on between group variance / within group variance

and that is what is compared with the table E. This is called within group variances error



because if | am repeating a sample many times on an instrument | will not get same answer |

will get different answers. So that is called an error or within the group variance.

The other one is the between group variance. For example, | am testing 5 samples on 2
different machines | could have between the 2 machine variance and if am doing within the
instrument. So | will have 4 or 5 samples that is called the Error variance. So | am dividing
the between the group variance / error variance. So if the error variance is small, 1 will get
large E value that means, | will be able to differentiate between say drugs or | will be able to
differentiate between instruments. | can use it for operators also, suppose | am giving 5
previous problem like | give 5 drugs to 2 operators and ask them to analyze and then the
results. So there will be between group, that means between the 2 operators and within group,
within group is more like error. Whatever operator 1 does within is like any error variance or
within group variance. So | divide the between group with within group and if | get large F
value, then I will be able to reject the null hypothesis. So what it means is, it also means if the
errors variances are small, then | will be able to really differentiate between groups it could
be drugs, it could be operators, it could be instruments, it could be anything. So the most
important thing in experimental design strategy is consistency that is repeatability has to be
good. If am doing a sample 10 times, if the variance of these readings are very large,
obviously if am going to compare with something else with another group then I will not be

able to get a good F value, E value will be small because denominator will be very large.

I will not be able to really reject null hypothesis, there is no reason for that. So it is a very
important lesson and that is taught by this concept of ANOVA, analysis of variance. And
again here also we come up with the F value here as | said it could be between different
drugs, between different operators, between different instruments, between different assets,
between different animals. We are looking at the variances and then trying to make a
comparative study actually. So there are many problems which one can do and we will talk
about this problem as we go along and ultimately, the same statistics is used. Mariance of 1 /
variance of 2, where 1 could be between groups variance, within group variance. Within
group variance is nothing but the Error variance. So as you can see it is a very important
concept one needs to understand when you are doing ANOVA. ANOVA is very powerful
because as | said you can use it for 1 group like drugs, comparison of drugs or it can be 2
different groups comparison of drugs, as well as on different genders male or female.

Advantage here, when you do that we can even look at interactions between drug a with



male, interaction with drug a with b, and it is well known nowadays some drug work very
differently on different types of population, different types of genders, different types of age
groups. So that interactions can be well studied using this concept of ANOVA and we are

going to look at in more detail as we go long in the next few classes.

Thank you very much for your time.



