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Lecture - 12
F- tests

Welcome to the course on Biostatistics and Design of Experiments. In this class, we will
talk about f distribution, F- test. So far we talked about t distribution and comparing

means, in the E-test we compare something called variances.
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Variances are nothing but the spreads. Here in E-test or there is another test called
analysis of variance, we are comparing variances this is way valid for normal and non-
normal distribution data set also. So, when you are comparing variances the null

hypothesis will be

2 = 2 =
G4~ = O3 .
and so on, where s your standard deviation of the
population so ---will be the variances. We cannot reject the null hypothesis if p is greater

than 0.05 and the alternate hypothesis will be



Gp2 # Og2

and so on. So here, when p is € 0.5 we will reject null hypothesis and we will accept the
alternate hypothesis, so that is what a variance comparison is. The advantage of these
variance comparison is it tells you about the spread of the data, that means what are the
repeatability of the data. Suppose | take an instrument and | take a sample and then | do
it 10 times | will get some variations or variance. Now is this variance too much or too
little. If I use another instrument and | do the same sample 10 times, | will get again
another set of variance, is these variances are very large or very small acceptable. So
here the E-test is very, very useful. | am comparing 2 operators for example, | have a
very well trained operator and | have a newly joined operator, | want to see what is the
consistency of the results they produced. So | can test the quality of the newly joined
operator with the respect to the operator who has been there for a very long time and |
compare variances and | say yes, the variations that are the newly joined operator
produces is comparable to the variations of the expert. If a newly joined operator comes
in you give him a training and then we will give him a few samples and ask him to repeat
and then we will compare it with the variations of the results from the expert and then we
will conclude yes, this newly joined operator is well trained and the variations you
produces are not very, very large it is comparable to the expert. In those situations for
comparing instruments repeatability, for comparing the variations operators produced,
comparing variations produced in one lab verses another lab, especially this is very, very

useful when you are performing clinical trials so all these situations we use F-test also.

Suppose | for a two sample t test | should have only 2 samples, if | want to compare
sample A with sample B, sample 1 with sample 2. Suppose | have 3 samples for example,
if 1 had comparing 3 drugs or 2 drugs with the control or 1 drug with control under
placebo. So | have more than 2 sets of samples. I might not be able to do 2 sample t test
of course | can take 2 sets of sample at a time and do it t test. But if | want to go at 1
single shot comparing the data of these 3 sets what do | do, | look at the variances or the
variations and there comes the something called F-test. So | can use the concept of

analysis of variance and then I will say that



that means of the control is equal to square of the placebo is equal to | of the
drug that is the null hypothesis. Alternate hypothesis one of them could be different. In
such situations again comparing variances are very very good, very very useful instead
of using 2 sample t-test for a different combinations. What is F--test? So by Hg here in
F--test is standard deviation of population 1 = standard deviation of population 2 or
actually, we should not use standard deviation, we should use variances because

variances are additive, whereas standard deviations are not additive.
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F Test

Ho: Standard deviation of population 1 is equal to the standard
deviation of population 2

Calculate F ratio , F =s,%/s,?

If F value is less than F from Table then accept Ho, else
reject Ho and accept Ha

F distribution degrees of freedom
df1 =ny-1 and df2 = ny1

Why? Because you take a square root of the variance to arrive at the standard deviation,
so obviously, it is non-linear. So, non-linear cannot be additive whereas variances are
additive. The null hypothesis in a F--test is

2— 2

G G- 012 ” 012

, obviously, the alternate hypothesis could be
. We calculate something called F ratio, where E could be

F 3312/ 322



s,° that is variance of sample 1 divided by the variance of sample 2 and then of course
again we go to the table there is F table. There is F table which says, whether the
calculated E value is greater than the table value or it is less than the table value. If the
calculated E value is < the table value we will accept the Hy, if the calculated F value is >
the table F value we will reject the Hp and accept the alternate hypothesis. Now there will
be 2 degrees of freedom because s; will have 1 set of degrees of freedom, s, also will

have it is own set of degrees of freedom.

This table has interestingly row wise and column wise data representing both the degrees
of freedom. So, degrees of freedom for

n:-1 and df2 = n,-1
s; will be ns-1, degrees of freedom for s, will be na-1. Let me show you the table here.
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F table for p =0.05

DEGREE OF NUMERATOR (V1)
1 2 3

. . 50 230.16 233.99 236.77 238.88
. . 00 19.30 19.33 19.35 19.37
. . 9.12 9.01 8.9
7. 9 .39 6,26 6.16
. 79 5. 5.05% 4.9
. W14 7 4,53 .39 4.28
. T4 .3 412 .97 3.87
S. N 7 3. 3.69 3.58
S. W2 . 86 3.63 3.48 3.3
1 4, 4.10 W7 3.48 .33 £
1 4.84 3.98 3.59 3.36 3.20 3.09
12 4.75 3.89 .49 3.26 3.11 3.00
13 4.67 3.8 .41 3.18 3.03 2.92
14 4,60 3.74 3.34 .1 2.96 2.85
15 4.5 3.68 3.29 3.06 2,90 2.79
16 4,49 3.01 2,85 2.74
17 4.45 2.96 2,81 2.70
18 4.41 2.93 .77 2.66
19 4.38 2.90 J4 2.63
20 4,35 .87 .71 2.60
21 4. 2.84 .68 .57
2 4.30 2.8 2. 2.55
23 4.28 2.80 2.64 2,53
24 4.26 2.78 2.62 2.51
25 a0 76 .60 49
26 4,23 4 2,59 A7
27 42 2.73 2.57 6
28 4.20 71 2.56 5
29 4.18 70 2.55 3
30 4.17 .69 2.53

You have the F table for p = 0.05 that means 95 % confidence interval, so degrees of
freedom for the numerator, degrees of freedom for the denominator. So, if you want

numerator more than 10 you go the next page here I am showing this right.
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F table for p =0.05

DEGREE OF NUMERATOR (V1)
12 13

1 46 1
2 19. 5

3 8, 8. . 66
4 5. .87 5. 80
5 4.6 .6 4, 56
6 3.98 9 3.9 3.9 3.90 3.8 3

7 3.55 .S 3.5 3.4 3.47 3.46 3.

8 3.26 3.2 319 317 3.16 3.

9 3.05 3.01 2,97 296 295 2

10 2,89 2.85 .81 2,80 .79 2,

11 279 276 2 272 2.69 2.67 2,66 2.65
12 2.69 2,66 .64 2.62 2,58 2,57 256 2.54
13 2.60 2.58 .55 2.53 2,50 2.4 2.47 2.4
4 2.53 2.51 2.48 2.46 2,43 2.4 2.40 2.39
15 2,48 2.4 .42 240 237 23 2.3 2.3
16 2 242 240 2.3 235 233 AN 2 229 2,28
17 2 2,38 235 233 231 229 2% 2.4 2.23
18 2 24 223 2.2 2,27 22 223 220 2,19
19 2 2.3 .28 2,26 223 A 2,20 217 2,16
20 2. .28 2.5 2 2200 218 W 214 a1
A 2 225 22 220 218 216 M a1 2

2 2 223 220 2217 215 213 21 2,08 2

23 2 220 218 215 213 a1 2.09 206 2

29 2 218 215 213 21 2,09 207 .08 2,03
25 2 216 214 a1 209 2.07 2,05 2,02 2,01
26 218 2,15 212 2.09 2.07 2,05 2,03 2,00 1.9
27 217 213 2,08 2,06 2.4 2,02 1.9 1.9
28 215 212 2.09 2.06 2.04 2.0 2,00 1.97 1.9
29 214 2,10 2,08 2,05 203 201 1.9 1.96 1.9
30 .13 .09 2.06 2.04 2,01 1.99 1.9 1.95 1.93

It goes up to 20, so degrees of freedom for the denominator is here goes up to 30. So this
is for p = 0.05.
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F - Distribution ((t= 0.01 in the Right Tail)
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Similarly, we can have for 0.01 also the degrees of freedom for the numerator, degrees of
freedom for the denominator going like this.
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F - Distribution (1= 0.01 in the Right Tail)

Nomerator Degrees of Freedom
% M » 0

d)

Denominator Degrees of Freedom

This table is very very useful and of course excel also can calculate these values so | will
show you how to do that. But, manually if you are doing we can use these tables.
Especially, the book quite I mentioned in the reference called Fisher, that gives you the
data. So, we can use the F table to calculate the F value. Let us go slightly more into the

fundamentals.
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F-distribution

+ Fisher-Snedecor distribution

* Is a continuous probability-distribution Is a 7 ,«/\
right-skewed distribution . o
* |t has a minimum of 0, but no maximum
value
+  All values are positive. T
+ Used commonly in Analysis of Variance
(ANOVA)

* Hypothesis testing to determine whether
two population variances are equal

We need to know what is E distribution? This is called a Fisher-Snedecor distribution, so

it generally looks like this, at different values of degrees of freedom it will look like this.



It is a continuous probability distribution. It is a right skewed because on the right hand
side it is skewed, it is not like a normal distribution going up and coming down like a
bell shaped, but there is skew. It has a minimum of 0, but there is no maximum so it can
be up and up, if very very low values of degrees of freedom it can go right up, very high
and it is only positive there is no negative. This data is used very useful if you are doing
a F-test, that means if you are comparing variances of 2 sample test and if you are doing

an analysis of variance so we do that actually.

As | said the null hypothesis will be the variances of the 2 populations are equal,
alternate hypothesis for a 2 tailed could be the variances are different, single tailed
hypothesis could be variance of sample 1 is greater than variance of sample 2 or the
variance of sample 1 is less than variance of sample 2. So, we can do in the same

fashion. This is called an F distribution it is skewed like this as you can see here.
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F- Test

* used while comparing statistical models that have been fitted to a data
set,

* That helps to identify the model that best fits the population

+ Two random samples of size n, and n,, having sample variances s 2, and s %,
from two normal populations have variances 6 *, and 6, the variable
1

2 2
F=s%/0%
s2,/0?,
has an F-distribution with n, - 1 and n, - 1 degrees of freedom

So, F-test as | said, it tries to identify the model it can be used for fitting the data,
suppose | am doing a regression analysis it tells you | can find out what is the errors sum
of squares. Errors sum of squares means, data that is not fitted to the model as against the
total data. That way F-test is very powerful it is used in many, many situations actually
and also we can use it if we are comparing as | said instruments, if you are comparing
operators, if you are comparing more than 2 sets of samples for the population and so on

actually.



If 1 take two random samples of size n 1 and n 2 and each of these has a variance 6f824

and's23 M andtheyate from the normal population and the population variances are ¢ 2
and 6 2, Then the F is actually given by

and the F distribution will have 2 degrees of freedom iy = 4 and nz = 4. S0, n; — 4 relates
to the numerator sample, nz — 1 relates to the denominator sample so you have to

remember that. You can sometimes have different F values also if | take 1 the numerator
as the denominator, denominator as the numerator, but when | read out from the table |

will read out in a different way. I will show you an example later.

(Refer Slide Time: 10:14).

7 women from a population of women, and 12 men from a population of men are
tested. Table shows the standard deviation (of blood glucose) in each sample
and in each population

Population Populationstd | Sample std
div, 0 dov, 5
1. Women 30 35

2, Men 50 45

F= [512/011” [512/0121

there are actually two ways to compute an F-statistic.
F=(35%/30%)/(45%/50%)=(1225 /900) / (2025 / 2500) = 1.68
numerator degrees of freedom is 7 - 1 = 6; and the denominator degrees of
freedom is 12 - 1= 11. F (table) =3.09, p=0.05
F=(452/50)/(35%/30%)=(2025 / 2500) / (1225 / 900) =0.595
numerator degrees of freedom is 11; and the denominator degrees of
freedom 6. F (table)=4.03, p=0.05

For example, | am looking at 7 women from a population and 12 men from a population,
they are tested for something blood glucose for example, so it shows you the standard
deviation of the blood glucose in each sample and in each population. This gives you the
standard deviation of the population, this gives you sample standard deviation of the

sample.

Here, | have taken 7 women and here I have taken 12 women these are the samples, these
are the populations standard deviation from the some sort of a mean and so what do you



" o
I p

ow the F value is 0.595. But then | should look under numerator
degrees of freedom is 11 and 6 did you notice that, | can put numerator as denominator
or denominator as numerator but when | look into the table I look at the corresponding df
in that proper way. Here, | will look 11 and 6 instead of 6 and 11. So 11 and 6 if | go to
the table, 11 and 6 is next page so it is 4.03 you understand. We get 4.03, so if | had taken
men variance on the top and women variance on the bottom the degrees of freedom is 11
and 6 so | will get an F of 4.03. If | put women variance on the top and men variance at
the bottom, | will get 6 and 11 for the F table is 3.09. I compare 3.09 with 1.68 so |
cannot reject the null hypothesis, because the F calculated is lower than the table here
and if look put the men variance on the top then I will get 0.595 this is the calculated F
value and the table F value is 4.03, so | cannot reject the null hypothesis. So, either way |

cannot reject the null hypothesis.

You need to see this you are doing ratio calculation, so instead of numerator you can
have denominator, denominator can be numerator. But when you select the degrees of
freedom, you should correspondingly change it and this table as you can see this gives
you the numerator degrees of freedom, this gives you the denominator degrees of
freedom as you can see that. So, you have to use properly the degrees of freedom. In

either way here, in this particular problem we see that you cannot reject the null



hypothesis because you are table F value is much larger than your calculated F value for
95 % confidence level, either way whether we put the variance of the men in the
numerator and variance of the women in the denominator or if we put variance of the
women in the numerator, variance of the denominator in the bottom. This table is very,

very useful b it to 95 % confidence interval or Be it 99 % confidence interval.
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Hypothesis testing to determine whether two
population variances are equal

+ F-test for two population variances
+ o determine if there is significant difference between two population variances

s o
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+ null hypothesis states that the variances of the two populations are equal the test
statistic &2

+ Where F= —l.

5
follows the F-distribution with (n, = 1, n, = 1) degrees of freedom.

+  The test may be either one-tailed or two-tailed.
+  Drawback is that both the populations should follow normal distributions

So, F-test looks at 2 population variances and determines if there is significant difference

between the 2 populations. If I am taking only samples | do not have any idea about my

population. 5 So, will be as you know summation of all'the X'/ n and for other

a normal distribution, it is not following then it is



not very good and as | said | will teach you how to check whether the data is normal or
non-normal later on there are some test for that. There are many test later on for non-

normal distribution also. So, in that data the null hypothesis could be 6°; =c%.

(Refer Slide Time: 15:34)

Hypothesis testing to determine whether two population
variances are equal

Null hypothesis - 0%, =02,

And S%, and S% are

Test statistics: For,p="11 (25 ¢ L
g =2 Uiz sample variances

With two samples having unknown variances a*; and o, with normal
population

n;=11n,=16;
§%,=6 and §%=3

Hence, F=2 /\

Fl‘r-]-'.ll'r-z-'.\'r 0=0.05 [( o

Fio5=254
Do not reject the hypothesis

The test statistics could be s 1 square by s 2 square and then numerator degrees of
freedom is ng - 1, denominator is A, - 1. If | have 2 sets of samples ng is 11, A, is 16, S1
square is 6 and S 2 square is 3. So, the ratio test statistics F will be 6 by 3 that is 2 and
then F value | am looking at 11, 11 and 16 that means 10 and 15 for a is equal to 95 % so
10 and 15, what is the of equation? Sorry what is a table? 10 and 15 will be here, 10 here
2.54, the numerator is 10, denominator is 15 degrees of freedom. | put it as 2.54 so F =2

obviously, the calculated F is < table S so do not reject the null hypothesis.

Please remember these F values are for 1 tail only the right tail, it is only for the right
tail. It is very simple we need to use this table and from the table just like t test we
calculate F value and F value calculated is less than the table F value, we do not reject

the null hypothesis. Now this excel function is also there that is called the f dist function.
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* Excel Functions:
\

+  FDIST(x, df, df;) = the probability that the F-distribution with df; and df, degrees
of freedom is 2 x; i.e. 1 = F(x) where F is the cumulative F-distribution function

FDIST(x, deg_freedom1, deg_freedom2)

Use this function to determine whether two data sets have different degrees of
diversity

Example: you can examine test scores given to men and women entering high school
and determine if the variability in the females is different from that found in the
males.

FDIST(15.20675,6,4) = 0.01

We give the probability the value. So, F dist gives you the probability of that the
Fdistribution is d f 2 and d f 2 degrees of freedom, this gives you cumulative actually.
So, we will give the F value, we will give the degrees of freedom and it will give you the
probability. For example, let us take this particular problem, so it will be 2, 10 and 15.
Let us go to F distribution I will show you in excel also.

(Refer Slide Time: 17:54)
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+ Excel Functions:
o FOISTIN, df, df) * the pebabifty that the §-Gutributicn with df; and df; degreoes
offroedom is 2.; Le. 1« F] where £ s the f

FOIST| x, dog_freadom1, deg_freedom2)

Use this furxtion 1o determine whether two duta sets have diflrent degrees of

So, let us look at the previous case, as such sorry will see EDIST 2 is my test statistics,

degrees of freedom is 10 , 15. 2 is my F statistics 10 and 15 or the numerator and the



denominator degrees of freedom. It gives you my p value that is 0.10914, that is what
this F distribution gives, sorry, yeah so it gives you the probability value. So, it gives you
the pre-value obviously, p a is 0.109 which is much very large. So obviously, we reject
the null hypothesis. This EDIST function in excel gives you the p value. Now F inverse
is also there, F inverse. So, it gives you the value of x such the right tail of their

distribution will have an area of a.

Basically, it gives you the inverse of the E probability distribution. So, you have the
degrees of freedom here, degrees of freedom here and it will give you the given the
alpha, it will calculate what will be the so in this particular problem if I say F inverse
0.05, 10 and 15 it gives you 2.54 see it gives you this. So, for aprob p =95 % or p is
equal to 0.05. Whatever that table is giving so it will give you 2.54. As | said 10 and 15 it
gives you 2.54. | can use the EINV function to calculate the value exactly the area

exactly just like the table.

(Refer Slide Time: 20:32)

* FINV(a, df, df;) = the value x such that FDIST(x, df,, df;) = 1-a;

* The value x such that the right tail of the F-distribution with area a occurs
at x. This means that F(x) = 1 - a, where F is the cumulative F-function.

* Returns the inverse of the F probability distribution. If p = FDIST(x,...), then
FINV(p,...) = x.

FINV(probability,degrees_freedom1,degrees_freedom2)
Probability is a probability associated with the F cumulative distribution

FINV(0.01,6,4) = 15.20675

FINV uses an iterative technique for calculating the function.

Given a probability value, FINV iterates until the result is accurate to within £
3x107,

If FINV does not converge after 100 iterations, the.function returns the #N/A
error value.

Here | will mention the probability 0.05. Whereas, the EDIST will give you the
probability, where | will put the ratio here 2.54 and then or 2 here and then put the
degrees of freedoms here 10 and 15. So | can use EPIST which will give me the area or
the probability or if you want to given the probability it will calculate the F value using
FINV function. We can use both either the EDIST or EINV both are quite good so this

can give. F inv it gives you the probability that means it will calculate the probability and



if the probability calculate is less than 0.05 we can we can reject the null hypothesis. So,
you use this particular thing or we use the EDIST it will calculate the area under the

curve.
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* Incase, there is large amount of variance due to chance it will lead to a
smaller F ratio

* with more random variation, the patterns could actually be due to chance

* Greater the difference between groups, the easier it will be to find a
difference or pattern despite random variation

Therefore, larger the F-value, the better to find a “significant” effect.

* Avery large F-value means that the between-group variance (the effect
variance) surpasses the within-group variance (the error variance) by a
considerable quantity.

* Now the p-value gives how likely the obtained F-value is going to occur,
with lower p-values signifying that the probability of getting that particular
F-value is pretty low.

So, in case there is large amount of variance due to chance it will lead to a smaller F
ratio. Of course, in as you know numerator denominator, if the denominator variances
are very large obviously, the ratio will become small. So, the F ratio also will become
small so there would not be any significant. What does this statement means? Suppose |
am an operator | do repeat the same sample 4 times or 5 times and each time | get large

variation, obviously, my variance will be very large.

Whereas, | can take an export operator who repeats the same sample 4,5 times his
variance is not very large, it is very, very small. So, if | am dividing 1 by other I will get
much difference. If the variances are very large | am going to get much smaller f ratio.
So, I will not be able to differentiate between 2 sets of drugs for example or 2 sets of a
instruments for example. If the repeatability is good, then if there is some variations
between sample 1 and sample 2 then | will be able to see the difference. If the
experimental errors are very large then | will not be able to see variations between
sample 1 and sample 2, that is what this particular statement is all is about. That means,
if 1 am doing experiments the variations in my experimental measurements should be

very, very, very less. With more random variation the patterns could actually be due to



chance, so if there is lot of variation it could be just greater the difference between the
groups, then the easier it will be to find a difference or pattern despite random variation.
If the variations are very, very large, even if the variations because of error or chance

random is very large will be able to find differences.

But if the variations are between 2 sets of samples is small and the variations
repeatability is large, then I will not be able to do because my F ratio will be come out
very small. So, larger the f ratio better to find a significant effect. If I am comparing 2
sets of drugs or 2 sets of instruments, | need to have larger F ratio. My variations
repeatability should be very less, that means within sample error should be very less. |
am introducing a new word that is called within sample error. So, within sample error
should be less whereas, between sample that means sample a and sample b or instrument
a and instrument b so that is called between sample variance. Whereas, within sample
variance means variations in the repeatability. So, 1 is called between samples that is a
and b instrument, 1 instrument 2, operator 1 and 2, that should be much larger than

within sample error that is called the sampling error or chance error or random error.

So, between sample verses within sample that is what you are trying to do in F ratio and
it is very powerful because we can use this for comparing like | said 2 drugs or 3 drugs
or many drugs, 2 operators or 3 operators or many operators or many instruments,
sample done in different location and so on actually. Always we should have less
variation within sample to see a difference between samples, that is very important
statement. A very large F value means that between group variance surpasses the within
group you understand, between sample error variance within sample variance. Always
within sample variance should be very, very small in order to find between sample
variance or between group variance. This within sample variance is also called error
variance. Whereas, between sample or between group is also called effect variance that
means effect | am comparing between drug a and drug b, temperature of fermentation 30
°or 40 °, fermentation at pH of 3 and 4. So if | want to see a real variation and
statistically significant variation between pH at 3 and 4.

When | do a repeatability, those variation should be much smaller then only | will be able
to see a difference between effect that means p h 3 and 4 or temperature 30 and 40 or
drug 1 and drug 2 or operator a and operator b. So, within sample variance should be

much smaller than between sample variance. That means | should have a good assay



method, I should have good instruments so that the errors when | repeat are much, much
less. This is very key in F-test. In fact, it is very key in many studies where we are
comparing samples, comparing drugs, comparing operators, comparing assays,
comparing instruments, comparing bio processors, comparing yield of plants and so on.

The p value gives you how likely the obtained f value is going to occur, p value we can
use this f dist that gives you the p value. You can use EDIST function, where x is the
ratio of the variances d f numerator and denominator. The p value gives how likely
obtained the E value is going to occur. So, if the p value > 0.05 then we will say it is not
greatly significant, if the p value is very small we will say it is greatly significant. You
can use, as | said EDIST function in excel to do this particular job for you. We can also

use the graph pad software.
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+ Incase, there Is large amount of varlance due to chance it will leadto s
smaller F ratio

tion, t llybe dueto chance

*+ Greater the ditference between groups, the easier it will beto finda
difference of pattern despite random variation

+ Therefore, larger the F-value, the better tofind a “significant” effect
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As you can see here, it gives you the F value. So, we can say calculate, continue so here
we can say calculate p value from F or calculate F value given a probability. As you can
see EDIST and F inverse both can be done here. So, we can say here for example, so F
ratio so we give a probability say 0.05 and then the degrees of freedom 10 and degrees of
freedom 15 in that problem compute F value so you see 2.543, it gives you here 2.543.
That is equivalent to your f inverse. So, if you want to do f dist then we obviously the

other.

Here what do we do? We give the F value and then this will give you the probability



value equivalent to f dist, so it gives you 0.1091 understand. We can use both these
functions in this software, so this gives you the exactly whatever the EDIST function
gives you, it gives you the probability value for given F ratio and degrees of freedom.
Whereas this one gives you the F value, when | give the probability of 0.05 and the 2

numerator degrees of freedom and the denominator degrees of freedom.
So, we will continue on this F distribution further in the next class also.

Thank you very much.



