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tSNE using R

Welcome back. In the last lecture, we have learned about tSNE. The theory of it the

mathematics behind that. tSNE is a dimension reduction technique and we use that to reduce

the dimension and visualize the higher dimensional data in usually two dimension or in three

dimensions. In this lecture, I will use our two part from tSNE on a single cell gene expression

data.
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So, let us start doing that. So the data that I will be using is from a paper taken Pollen et. al. in

2015. And to perform these tSNE T distributed stochastic neighbor embedding technique, I

require a package that is called Rtsne. So Rtsne is available, you should install it before you

run this code. And I will visualize them I will draw the plot using gg plot 2. So you should

have that installed in your machine.
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library(Rtsne)

library(ggplot2)

I have already installed them. So I do not need to install, what I will do, I will do first load the

libraries. So I have loaded her both are Rtsne and gg plot 2. Now we will get the data, the

data is in CSV format, I have downloaded cleaned the data in the right format, so that we can

work on it. Many of the cases, many of the time when you will be doing it for your single cell

or gene expression data, you may not have the clean data, you have to do some preprocessing

to clean the data and arrange in the right format that is required for Rtsne to work on it.
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data ← read.csv("count.csv”, header = TRUE)

So let us look into the data. So what I have here is a data count data. And I will load it is a

CSV file, and then will see what we have got there. Now remember, Rtsne require the data in

a particular format. In this format, the data should be a matrix where observations or samples

will be in the rows, whereas the variables should be in the column.

What do I mean by this, in this particular example that I am dealing today, variables are

genes, and we have count of each gene. And so they should be in the columns, whereas the

observation or samples are individual sales, right? So they should be in the rows.
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So let me read it is a huge file. So it may take a few minutes depending upon your machine.

So I am using the red dot CSV function, the standard one that I use to read CSV file, and I am

keeping header equal to true and I am storing that data in a variable called data, it took some

time to read the data and the data is now read, it has 366 observations that means 366

different sales data I have and 16,384 variables that means 16,384 genes expression data, we

have so these 366 observations, they belong to different cell types.

So, I will go until what type of cell are those, so, you can double click on it and you can

visualize this data in a matrix format it is a large file, so it may take some time. So here I

have, we have different gene names on the column headers, and sample names are the

numbers are in the row numbers. Now, these row numbers are some numbers.

Now, what these people have done when they have submitted provided the data, they have

done a nice thing they have created a metadata file where for each of these samples, they

have provided detailed information, what type of sales these are, where are they coming from

whatever anatomical location, they have collected this data. So, all these are they are in a

metadata file. So that is also in a CSV format file. So, I will read that and I will look into that.

(Refer Slide Time: 4:24)
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So let us read the metadata. So, I am right there is a file called maker dot CSV and I am

reading that using Read dot CSV. So, meta has been read the data metadata is in

metavariable. So again, you have 366 observations, because we have 362 observations in the

data file also. Let me click and open that you can see the cell numbers which are present in

the data file are here and see these are all neuronal cell. What they have done.

(Refer Slide Time: 5:02)
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They have taken samples from brain sections so their anatomical location of those section are

written here is in the second column where is anatomical dot source, then you have different

other information like age, area, brain and all these things and based upon the gene

expression signature, they have already has flat each of these sample each of these cells in

different 4 different cell types,

(Refer Slide Time: 5:23)
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meta ← read.csv("meta.csv”, header=TRUE)

cellType ← meta$Inferred.Cell.Type

For example, it is written as RG neuron and then some cells are inter neuron something like

that. So, what they are, RG for radial glial cell neurons are neurons, IPC is are intermediate

progenitor cells from, you get other cell types and inter neuron cells. So, these there are four

types of cells in these data. So, all those rows in my data variable are actually one of these

four types of cells.

So, this is my data, I have 366 observation involving four types of sale and there are 16,000

Something gene expression data and I want to visualize this data into 2 dimension. So, I have

16,000 A 384 genes expression data, count data that means, the dimension of the data is
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16,384 I cannot visualize it. So, I have to reduce the dimension, there are many new

dimension reduction techniques like PCA and others and we will be using tSNE here.
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cellType ← meta$Inferred.Cell.Type

So, as I said to perform tSNE, I will be using Rtsne function. And remember tSNE uses a

random process, right? It is a stochastic method algorithm. So, that means it has to use

random number generator. So it will use the default random number generator in R and it is a

good practice.

Whenever you use some algorithm or method where random numbers will be generated and

used, you decide and fix the seed value for random number generation so that every time you

repeat the same analysis, you will use the same seed value and you will get reproducible
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result. Otherwise, if the random number sets are changed the result the final result may

change slightly.
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set.seed(10)

So that is why what I am doing here I am setting the seed of random number generator as set
dot seed and I am giving you a value 10. Here you could give us some other value. Now I am
ready to run tSNE. Now tSNE function Rtsne the function in are has lots of arguments and I
will strongly advise you to look into the documentation of that in the help file of that to
understand each of these parameters or argument for this function.
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I have listed a few of them here. Those are the important one because for this particular type

of analysis, first one is obviously perplexity. If you look back into our lecture on tSNE, we

have explained there how perplexity can affect the final outcome of the TSNE.
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So the suggestions range is 5 to 50, we will decide the particular value in between. dims

stands for the output dimension. By default its value is two that means from higher

dimension, I want to map the data in two dimension. And in this particular example, I will

keep that a default value 2.
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PCA is another argument by default it is true, it is usually recommended that if you are

performing tSNE with a huge dimensional original data for example, here are 16,000

Something dimension, it is better to perform PCA, first principal component analysis first to

reduce the dimension and then use tSNE on that reduced dimension data.

So that is why are tSNE function by default has put PCA as a first step initial state and I will

keep that here in this particular example, if you want you can make it false. Then one

important thing in using the tSNE algorithm, that is the algorithm will be in trouble if there

are duplicate data.
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So either you yourself check if there is any duplicate or not, or otherwise, there is a argument

in this function called Check underscore duplicates, and by default is true, you should keep it

default value at true. The fifth important argument for tSNE function here is the learning rate

defined by ETA. And it is usually suggested that the learning rate should vary from 10 to

1000 and the default value in case of Rtsne is 200 learning rate is one parameter which

decides the step size when the optimization algorithm works.

And if you remember our lecture on tSNE, you can understand that it is trying to minimize

the difference between two probability distribution. So in that case, it is trying to do an

optimization. And in this ETA the learning rate parameter is deciding the step size for that

optimization algorithm.
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So, if you read If required, you have to change this value, then there is a parameter called

theta the default value is 0.5. And it decides the ratio between speed and accuracy it decide

the tradeoff between speed and accuracy. Remember, in tSNE, you have an exact method to

minimize the difference between two probability distributions, but that could be very time

consuming.

Now, that is why these particular tSNE they function has a he has used a algorithm which is

which is doing this optimization by approximation. So, that makes it faster.
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tsne_results ← Rtsne(data,

perplexity = 30,

ets = 1000,

max_iter = 5000)

But if you want that, no, I do not want the approximation or you want the exact tSNE then

you have to set this theta at zero. Otherwise, you can leave it at this particular value 0.5 for

this particular approximate algorithm. Another important parameter or argument for using

this function is max ETA.

There is a number of iterations it should do remember, it is an optimization technique, if you

run this algorithm for a short time a number of states you may not have reached the optimum

solution, and you really do not know when you will reach the optimum solution. So, you

should try to balance between the time taken for optimal solution to solving the problem and

the good solution. So, this number of iteration that you want the maximum number of

iterations.
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tsne_results ← Rtsne(data,

perplexity = 30,

ets = 1000,

max_iter = 5000)

That you want this algorithm should use is decided by this max eater obviously, I cannot keep

it to one crore or something then it will keep on working for a very long time, the default

value is 1000 You can make a change to 2000 5000 something like that. So, these are few of
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the important argument as I say please look into the documentation file and you will see there

are many other para arguments which could be very useful.
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tsne_results ← Rtsne(data,

perplexity = 30,

ets = 1000,

max_iter = 5000)

So, let us go into our data and the Rtsne function and I will be using. So here I am using the

Rtsne function the first argument is the data the matrix that I have with rows for sample and

the columns for the genes, I am setting perplexity equal to 30. I have set ETA equal to 1000

learning that is called 1000 and I am keeping maximum at value high value 5000.

Now remember, the main function of tSNE doing tSNE is to visualize the data bring down

that higher dimensional data to a lower dimension like to dimension for visualization

purpose, I am not using tSNE for clustering of my data, they are maybe some cluster may

appear in my visualization during when I do use this need to visualize, but we have to

remember in the last class also I discussed that this cluster size cluster distance may not be

meaningful when I am doing tSNE.

So, the whole purpose is visualization. So, I want to see the heterogeneity in distribution of

gene expression in among these 366 samples. That is what I want to visualize in this

particular example, I do not want all data to clump in one place, I do not also want them to

hold distribute the whole space without giving any pattern. So, I want some amount of pattern

so that I can make a meaning out of these heterogeneity in gene expression.
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So, that is the purpose and when you are trying to do that you have to play with these

different arguments or parameters for this particular algorithm. As I have discussed in this

case, I have used this particular parameter values perplexity 30 at 1000 maximum of 5000.

Because the final outcome, that visualization that I get the plot I get is something similar to

what the original authors in their paper have created. So, that also give a good visualization of

distribution of heterogeneity depending upon cell type in this particular data set.

(Refer Slide Time: 14:04)

tsne_results ← Rtsne(data,

perplexity = 30,

ets = 1000,
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max_iter = 5000)

So let us learn it may take some time depending upon your computer, so you have to wait

patiently, at last the tSNE has worked and output you can see here in the environment tab,

there is a new variable has come tSNE underscore result where I have assigned all the result

of the tSNE.

So it is a list so, let me click it to see what we have, we have lots of information here and all

these things you can dig into and use for your visualization or analysis purpose, the most

important thing is this Y variable and you can see it has a dimension of 366 into 2 that means

it is two dimensional data.

So I have 366 samples which are mapped into these two dimensions. So now I have 366 into

2 a variable with 266 rows and 2 columns. So this is why I will use to visualize because in

this way I have all these 366 examples mapped in two dimension that information is there.

(Refer Slide Time: 15:07)
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tsne_results ← as.data.frame(tsne_results$Y)

So, I want to visualize it. So, what I will do you can use any other visualization option in R,

but I will use here in this case I will use gg plot 2. So, I have already installed and loaded gg

plot 2. Now, this is in least the data is in least format and in that there is a particular variable

Y what I will do I will convert this into a data frame so, that my gg plot 2 can use that.
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ggplot(Y,

aes(x = v1, y = v2, col = cellType)) +

geom_point() +

labs(x = “tSNE - 1”,

y = “tSNE - 2:,

color = “ Cell types”) +

theme_classic()

So, what I am doing I am using a function called as data frame so, it will convert these data

into data frame and which data I wonder Y variable from the list of tSNE underscore results.

So, I am writing tSNE underscore result then the dollar sign and y this is the argument to the

function as dot data dot frame. So, it will convert these into a data frame and I assigned that

data frame into Y variable.

So, let us do that I have Y you can see Y has 366 observations and 2 variables if you click

you can see you have 366 samples now, they are values from the 16,000 dimension is now

mapped to these two dimensional values like V 1 and V 2. So, I will plot this data to visualize

as I said I will use gg plot 2. So, I am calling gg plot function here giving the data frame Y

which has 366 samples two dimension two columns AES the data

(Refer Slide Time: 16:35)
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ggplot(Y,

aes(x = v1, y = v2, col = cellType)) +

geom_point() +

labs(x = “tSNE - 1”,

y = “tSNE - 2:,

color = “ Cell types”) +

theme_classic()

I am calling the aesthetic in aesthetic, I am saying x equal to V1 the first column Y equal to

V2 the second column and I have said color it in categorize it depending upon Cell type, what

is cell type? let me go back and check my original data file. So, here in meta I have loaded

the metadata and if you can see, I have different information including this cell type, So what

I will do, I will create a variable where the cell type information will be stored.

(Refer Slide Time: 17:14)
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So, to do that, I have written here that meta dollar inferred dot sale dot type right so I am

extracting this column data from meta and I am assigning that to cell type. So, let me do that.

So, now I have a list of cell type right RG neuron inter neuron something like that for all

those 366 samples. So, now, what I am doing here during plotting that information is not used

during tSNE now during plotting whatever you want, that when you create the plot, color

code each sample depending upon the cell type information that I have.

(Refer Slide Time: 17:56)
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ggplot(Y,

aes(x = v1, y = v2, col = cellType)) +

geom_point() +

labs(x = “tSNE - 1”,

y = “tSNE - 2:,

color = “ Cell types”) +

theme_classic()

So what I am writing color equal to cell type and then this is the main thing where I have

given the data and aesthetic if you remember, now, I have to give the third important thing I

have to give the geometry.
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ggplot(Y,

aes(x = v1, y = v2, col = cellType)) +

geom_point() +

labs(x = “tSNE - 1”,

y = “tSNE - 2:,

color = “ Cell types”) +

theme_classic()

So, I have putting plus sign and I am calling geom underscored point function that means I

want a scuttle there are some other things also for example, I have added labels I am writing

x axis should be labeled as tSNE 1 and Y axis should be labeled as tSNE 2 and the legend

heading where the color code will be explained is named as cell types. And eventually I am

using my favorite theme theme classic.

So, let us plot it using gg plot 2. So, here is my plot. As you can see, nicely there is a will a

nice type of pattern in the data. All these 366 data point is now mapped from the 16,000

dimension to two dimension of tSNE 1 and tSNE 2 and they are now color coded depending

upon the cell type information that I have in a metadata file.
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ggplot(Y,

aes(x = v1, y = v2, col = cellType)) +

geom_point() +

labs(x = “tSNE - 1”,

y = “tSNE - 2:,

color = “ Cell types”) +

theme_classic()

For example, this RG the radial glial cells, they are forming some sort of separate clusters,

other types of cells originate from them, whereas the neurons have a broad distribution and

inter neuron and IPC they are claw, they have some amount of mixing with these neuron

types of cell, but still the inter neurons are slightly separated.

So, this is how I could visualize the heterogeneity and the pattern as a whole as a whole in the

16,000 dimensional data for these four cell types. Now in this case, I have plotted these tSNE

data E and color coded it depending upon the cell type. Suppose you want to use the same

plot but you want to color code each Short these data points based upon the level of

expression of a particular type of gene, that can be also easily done.
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ggplot(Y,

aes(x = v1, y = v2, col = data$NEUROD6)) +

geom_point() +

labs(x = “tSNE - 1”,

y = “tSNE - 2:,

color = “ NEUROD6”) +

scaler_color_gradient(low = “grey”, high = “red”) +

theme_classic()

So that is what I do in the next diagram, where the plot overall picture will remain same, but

that the color of the dots will get changed depending upon the level of count expression or

count for a particular gene. So, what I am doing here, for example, I am taking a new gene

called NEURO D6 is the transcription factor, and I, the expression account for this gene is

there in the original data file. So, what I want to do now, I want to color code this is the

scatterplot point, depending upon the level of expression of this gene in those samples.

(Refer Slide Time: 20:44)
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ggplot(Y,

aes(x = v1, y = v2, col = data$NEUROD6)) +

geom_point() +

labs(x = “tSNE - 1”,

y = “tSNE - 2:,

color = “ NEUROD6”) +

scaler_color_gradient(low = “grey”, high = “red”) +

theme_classic()

Let me do that let me run this code, code snippet and then I will explain and what are the

options I have using gg plot 2. So, here I have the plot the same diagram and I have used a

scale the gray is zero and the red is the highest value 5000 The Count and from the legend

you can see this is the count for NEURO D6 and there are some silly here, which are very

high count where are the most of the other cells, they have very low count.

So, in this way, you can decide which particular genes expression you want to show you can

actually easily overlay multiple color and color code multiple genes also using gg plot 2

using the same type of code.
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ggplot(Y,

aes(x = v1, y = v2, col = data$NEUROD6)) +

geom_point() +

labs(x = “tSNE - 1”,

y = “tSNE - 2:,

color = “ NEUROD6”) +

scaler_color_gradient(low = “grey”, high = “red”) +

theme_classic()

So, let me explain what I have done in the gg plot 2 code here. Again, I am calling the gg plot

function, giving the tSNE result Y as the data if the data frame in aesthetic when I am calling

aesthetic, I am saying X is V1 obviously, it will remain same Y is V2 is remain same exactly

the same one. Now, I have changed the color code.

So I am asking color coded or categorize the data based upon data Dollar NEURO D6. So

that means I am saying take the data for NEURO D6 column in that data variable and use that

information to color code the scatterplot. And then I am calling these geometry geom

underscore point as usual, because I want the scatterplot labels remains mostly same, except

the legend of the region title is getting changed here I am writing color equal to NEURO D6

count.
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So that is why the legend here title has changed to NEURO D6 count. And interesting thing

that I have used a gray in a gradient of color from gray to red to which represent the scale of

expression.
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ggplot(Y,

aes(x = v1, y = v2, col = data$NEUROD6)) +

geom_point() +

labs(x = “tSNE - 1”,

y = “tSNE - 2:,

color = “ NEUROD6”) +

scaler_color_gradient(low = “grey”, high = “red”) +

theme_classic()
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So what I have done here I have added a function called scale underscore color underscore

gradient. And I have said the lowest value should be gray, and the highest value should be

red. So it has considered zero count as gray and the highest reading in the data set as red and

rest up nothing in between R scale within this color range. And then I have used the theme

Classic. So that is how I have created this diagram.

That is how it is so simple to perform tSNE if you have nicely clear your data origin initially

and then you will perform the analysis step by step. The crucial thing before I end I will

mention once again, remember, the purpose of using tSNE is to visualize the data. And there

are lots of arguments starting from perplexity to ETA to maximum iteration, all these things

can affect the final visualization. There is no gold standard to decide upon these type of

values, values of these arguments.

You may have to play around use your common sense you have to understand what how

these arguments are affecting your visualization. And then you have to choose that proper

value for each of these arguments and use them. The best point of start is always to keep

these things as the default one and then play around some critical argument and changing

their values systematically to see where you are getting the better visualization. That is all for

this video. Thank you for learning with me today.
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