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Multiple Linear Regression Using R
Welcome back. In this lecture, I will show how to perform Multiple Linear Regression Using R.

In simple linear regression, I have only one independent variable, and the linear model that we
use is of the form y equal to a plus bx. Whereas, in case of a multiple linear regression, I have a
linear model, where I have only 1 dependent variable or response variable, but I have more than

one independent variable or independent predictors.

So, the formulation of this multiple linear regression will have a equation of the form y equal to a
which is intercept plus bl into x1 plus b2 into x2 plus b3 into x3 and so on. Here, x1, x2, x3 are
my 3 independent variable or 3 predictors. So, in this particular example that I will use for this
lecture is a data where we have measured the length of fish as the fish are growing in a tank at

different days at different intervals after hatching.

And we have performed experiments with different water temperature. So, we believe the growth
of the fish has a relationship, linear relationship with two variable, two predictor one is the age
obviously, with age the size of the a fish increase, and also the temperature of the water has a
effect on the growth of the fish. So, we will create a linear model here with 2 variables, 2
independent variables, the age of the fish and the temperature of the tank water, whereas the
dependent or the response variable will be the length of the fish. I will perform this using R

studio.
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So, as I said, the linear model I want to create is of this form length equal to b1 into age and plus

b2 into temperature. So, bl and b2 are the 2 unknown coefficients that I have to estimate from

the data. Age and temperature are 2 independent variables or predictor, length is the dependent

variable. And note, I do not have any intercept here.
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So, I will start with reading the data. I already have the data in a csv file format, so, I will use the
read dot csv, the name of the file is fish dot csv. So, I will read that data and I will store that data

in a variable fish.
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> fish <- read.csv("fish.csv") a
> View(fish)
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reg < Im(length ~ age + temp + 0, data = fish)

So, check that data, actually it is a 3 column data and it has around 44 data point observations.
The first column, the first variable as the header says is age, age of the fish it is in days and |
have the temperature as the second variable of the second column it is centigrade, this the

temperature of the water of the tank and length is the last variable which is the dependent
variable or the response variable.

So, I want to perform a linear regression multiple linear regression for this data and I will use the
same Im function that I have used to create a simple linear regression model that is the advantage

of using Im function is a linear model function, it is not specific for just simple linear regression,

it can actually handle more than one independent variable. So, how should I specify to Im that, |

have more than one independent variable.
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> fish <- read.csv("fish.csv")
> view(fish)
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reg < Im(length ~ age + temp + 0, data = fish)

This is how I do that. So, I am calling Im function. As an argument the first argument is [ am
defining the model. So, I am writing length tilde age plus temperature plus 0. So, by defining this
way, I am telling the Im function that see length is my dependent variable. Age is one of the
independent variable or the predictor. Temperature is another independent variable or predictor,
and I do not have any intercept in my model, I am asking you to set the intercept as equal to 0.
And what is the data for this model? That data is my fish data. So, data equal to fish. The first

variable where I have stored all the data after reading the csv file.






(Refer Slide Time: 05:05)

© Rstudio - 0 X
File Edit Code Vew Phts Sesson Buld Debug Profile Tools Help
975 week 5 AR @76 week 5 BR =[] Environment =0
SeurceonSave | O/ + SRun | %% PSource v = e H 2 YoM - 3’ -
S wsrIe Niengeng U ol Go w s o v
8 # age (days) and temperature of water (degree C) 4 R~ {3 Global Environment ~
9 ) Data
ig £ IiiEly (ol O fish 44 obs. of 3 variables
12 # Length = bl*age + b2*temperature
13
14 # Data: Helmut Spaeth, Mathematical Algorithms
15 # for Linear Regression (1991)
16
17
18 Plots 0
19» # Read data - =
22« # perform regression using Im() ---- < Export ~
23
24 reg - Im(length ~ age + temp + 0, data = fish)
25
26+ # Check summary of regression
341 # confidence interval for each coefficient -
248 [ Perform regression using Im() ¢ R Script &
R R412 - C/daby =0
> fish <- read.csv("fish.csv") ~
> View(fish)
2 v
© rstudio - 8 X
File Edit Code Vew Pots Session Buld Debug Profile Tools Help
©75 week 5 AR * O 6 week 5.BR =[]  Environment =0
Seurceon Save | &/ + Frun | O Psowee | = @ 2. YoM - | <
A R T B AR R L e R e e
8 # age (days) and temperature of water (degree C) 4 R {3 Global Environment ~
9 ) Data
ig £ Wit 10l O fish 44 obs. of 3 variables
12 # Length = bl*age + b2*temperature
13
14 # pata: Helmut Spaeth, Mathematical Algorithms
15 # for Linear Regression (1991)
16
17
18
Plots 0
19» # Read data < =
22~ # perform regression using Im() ---- = Export ~
23
24 feg < Im(Tength ~ age + temp + 0, data = fish)
25 7
26 # Check summary of regression
34 # confidence interval for each coefficient v
241 [ Perform regression using Im() 5 R Script &
R R412 - C/dab/ =0

> fish <- read.csv("fish.csv")
> View(fish)
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~

reg < Im(length ~ age + temp + 0, data = fish)

And all the regression result will be assigned to a variable reg or r e g. I have performed the

regression. Now, let us use the summary function to check the summary of that regression result.

As we know, by calling the summary, I can look into the value of the coefficient estimated values

of the coefficient, I can check the t test data, ANOVA data as well as the R square data all these

things which I require to understand how good is my model.
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26~ # Check summary of regression ----

27 # (1) estimated coefficients Plots =0
28 # (2) Adjusted R-squared =

29 # (3) t-test for each coefficient & bport ~
30 # (4) ANOVA

31

32 summary(reg)| +

33
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3213 [ Check summary of regression & R Script &

@ R412 - Cydaby =0
F-vtaw{§tsh) 535 on 2 and 42 DF, p-value: < 2.2e-16 N
> reg <- Im(length ~ age + temp + 0, data = fish)
> summary(reg)

So, let me check the summary. So, I will call the summary function and reg the variable which is

storing all the regression data right now will be used as an argument.

(Refer Slide Time: 05:51)

© rstudio - 0 X
Fie it Code Vew Pots Sesson Buld Debug Profle Toos Help

@75 week 5 AR @76 week 5 BR =[]  Environment =0
(Jsourceonsave = Q /| Run |0 Bsowee < = 2 2 Yoams - | -G~
12 # Length = bl*age + b2*temperature * R~ | i Global Environment » Q)
3 ) ) ; Data
14 # Data: Helmut Spaeth‘MathemaF'lca] Algorithms OFish I ot ofF 8§ veriies
15 # for Linear Regression (1991) b
16 Oreg List of 12 Q
17 i
3213 [ Check summary of regression 3 R Script &
R R412 - C/dab/ =0
-1861.07 -381.81 37.22  544.58 1194.56 2
Plots (m]
Coefficients: = =
Estimate Std. Error t value Pr(>|t|) < Export ~

STEENC7.280  2.273 12.001 3.69e-15 **
temp  29.074 7.616  3.818 0.000437 ¥+

Signif. codes:
0 ‘¥ 0,001 “¥#' 0.01 '*’ 0.05 ‘.’ 0.1 ¢ ' 1

Residual standard error: 671.1 on 42 degrees of freedom
Multiple R-squared: 0.9622,  Adjusted R-squared: 0.9604
F-statistic: 535 on 2 and 42 DF, p-value: < 2.2e-16

>




© rstudio
Fie it Code Vew Pots Sesson Buld Debug Profle Toos Help

©75.week S AR 06 week 5 BR =[]  Environment =0
d [SourceonSave | Q /v | FRun | o Psowce - = @ el Doems - | =-G-
12 # Length = bl*age + b2*temperature * R~ | Global Environment » | Q,
o 1 h,Math ical Al h L
14 # pata: Helmut Spaeth,Mathematical Algorithms : 5
15 # for Linear Regression (1991) 0 fish 4? obs. aff slvaniables
16 Oreg List of 12 Q
17 %
3213 [ Check summary of regression & R Script &
R R412 - C/daby =0
-1861.07 -381.81 37.22  544.58 1194.56 5
Plots
coefficients: = =0
Estimate std. Error t value Pr(>|t|) & Export >
age  27.280 2.273 12.001 3.6%e-15 ***
29.074 7.6156  3.818 0.000437 ***
Signif. codes:
() S L T 0L ST O 9T @l B Y L
Residual standard error: 671.1 on 42 degrees of freedom
vultiple R-squared: 0.9622,  Adjusted R-squared: 0.9604
F-statistic: 535 on 2 and 42 DF, p-value: < 2.2e-16
>
0 rsudo - 8 X
File Edit Code Vew Plots Session Build Debug Profile Tools Help
0j 6_week 5_AR Bj 6_week 5 BR =[] Environment =0
@ P [Jsourceonsave | Q /i R | OB Bsowce v = @ @l Daams - | =.3-
12 # Length = bl*age + b2*temperature 4 R~ | ) Global Envionment ~ O,
i 1 h,Math ical Al h L
14 # pata: Helmut Spaeth,Mathematical Algorithms : 5
15 # for Linear Regression (1991) ol 4‘? i, 67 3 vartils
16 Oreg List of 12 Q
17 v
3213 | [ Check summary of regression 4 R Script 3
@R R412 - C/dab/ =0
-1861.07 -381.81  37.22 544.58 1194.56 &
Plots
Coefficients: = =0
Estimate Std. Error t value Pr(>|t|) = brport ~
EVD 7 . 2801 2.273 12.001 3.69e-15 ***
temp  29.074 7.616  3.818 0.000437 ***
Signif. codes:
) S5 @00 %50 @0 Y @05 9 @4 YL
Residual standard error: 671.1 on 42 degrees of freedom
vultiple R-squared: 0.9622,  Adjusted R-squared: 0.9604

F-statistic: 535 on 2 and 42 DF, p-value: < 2.2e-16




@ Rstudio
Fie it Code Vew Pots Sesson Buld Debug Profle Tooks Help

©15.meek SAR* @6 week 5BR
Sourceon Save | &/~ SRun | %
12 # Length = bl*age + b2*temperature
13

14 # pata: Helmut Spaeth,Mathematical Algorithms
15 # for Linear Regression (1991)
16

17

3213 [ Check summary of regression &

R R41.2 - C/daby

-1861.07 -381.81 544.58 1194.56

37.22

Coefficients:
Estimate Std. Error t value Pr(>|t|)

age  27.280 2.273 12.001 3.69e-15 *
temp  FENOZIT 7.616  3.818 0.000437

Signif. codes:
D [ET12) 0.001 (T3 U.Gl (3 0.05 l.\ 0'1 (] l

- 8 X
=[]  Environment =
Source > IR P 1 R 4 @~
“ R~ [} Global Environment ~
Data
O fish 44 obs. of 3 variables
Oreg List of 12
-
R Script +
-171
Plots —=
& Bxport ~
0.9604

Residual standard error: 671.1 on 42 degrees of freedom

Vultiple R-squared: 0.9622,  Adjusted R-squared
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summary(reg)

Let me, expand that console fine. Remember, in this model, I have specified that there is no
intercept I have said intercept equal to 0. So, Im has not calculated intercept, it has calculated
only 2 coefficients, 1 coefficient for age the other coefficient for temperature. For age the
estimated value of the coefficient is 27.28. Whereas for temperature is 29.074. So, my model is

the length of the fish is equal to 27.28 into its age plus 29 into the temperature of the water.
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Now, it has also performed the t test as usual, and you can see the p values for these both the
coefficients are very small. So, that means, I can reject the null hypothesis, and that in other
words, it means that both these coefficients are statistically significant. It is also calculated the R

square both the multiple R squared as well as the adjusted R square. This is a multiple linear

regression I have more than one independent variable.

And as we know, as I keep on increasing the number of independent variable or predictors in the
model, you know, always the normal R squared value will actually not be right reflection of the

goodness of fit, I have to use the adjusted R square. And so, in this case, I will consider the



adjusted R square which is 0.96 still it is quite good close to 1 that means, my linear model for

this data is very good, very good.

Now, if you remember when we are discussing the multiple linear regression in another video,
we have to discuss about the ANOVA or F test. When you have multiple independent variable
you perform an ANOVA while with the regression with a particular null hypothesis, what is the
null hypothesis? The null hypothesis is that all the coefficients for the independent variable, all
the coefficients for the independent variables are equal to 0. Whereas, your alternate hypothesis

is at least one of those coefficients is not equal to 0.

So, Im function has already performed the ANOVA the F test for this particular data set for this
linear model and it has calculated the p value and it is saying the p value is less than 2.2 into 10
to the power minus 16. That means, it is a very small p value that means, I can reject the null
hypothesis that means, I can say okay the null hypothesis that all the coefficients for the

independent variables are equal to 0 is rejected.

That means, at least one of the coefficient must be not equal to 0 and I have already got the
coefficient value and individual t test has also said that these coefficients as statistically
significant that means, my model will should retain both the coefficient both the independent
variable age as well as the temperature of the water. So, I have performed a regression, I have

checked the statistics of that also.
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> confint(reg)
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confint(reg)
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2.273 12.001 3.6%e-15

age
7.616  3.818 0.000437 ***

temp
signif. codes:
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8 X
=[]  Environment =0
Source 4 » . Yoome - & @
. “ R~ [ Global Environment ~
Data
O fish 44 obs. of 3 variables
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-
R Saipt +
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Plots =gl
& Export ~
: 0.9604

Residual standard error: 671.1 on 42 degrees of freedom

Multiple R-squared: 0.9622, Adjusted R-squared
F-statistic: 535 on 2 and 42 DF, p-value: < 2.2

> confint(reg)
2.5% 97.5%

5
EULII? 69229 31.8667k

temp 13.70520 44.44307
>

e-16

confint(reg)

Now, I want to calculate the confidence interval for each of these coefficients. So, let me
calculate the confidence interval, I will use the confint function again and the reg which is
storing the all the data for my regression should be my argument. And if I calculate I can say at
the 95 percent level of confidence interval, the value, estimated value of the coefficient for age

should vary from 22.69 to 31.86, the estimated value is 27.28. So, it should lie in between these

2, the true value should lie in between 22 to 31.
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35 Data
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36:13 [ confidence interval for each caefficient & R Script &
R R412- C/dab/ =0
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Signif. codes: & Export ~
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Residual standard error: 671.1 on 42 degrees of freedom
Multiple R-squared: 0.9622, Adjusted R-squared: 0.9604
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> confint(reg)

2.5% 97.5%
age 22.69229 31.86679
temp 13.70520 [EIEEBO7

>

Whereas, the true value in the population level for the coefficient of temperature should lie
between 13.7 to 44.44. That is all for performing a simple multiple linear regression. What I have
done I have just used the Im function and specified the model I have specified which is
dependent variable which are the independent variable, and in this particular model, as we are
considering there is no intercept. Because the growth of the fish cannot be independent without
age. If a fish has age 0 it cannot have a size. So, that is why you have set the intercept equal to 0,

and then perform the linear multiple linear regression.
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3 Data
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5omulti < "ead-“v(”'"“]ﬁl-“‘/”:‘| multi 45 obs. of 4 variables
6 :
7» # perform regression using Im()ED €9 Lt @ L2
13» # Check summary
17» # Check the problem of multi-colinearity
Plots =0

= Export ~

531 [ Read data 3 R Script 3

R R412 - C/dab/ =0
> # Read data ----

> multi <- read.csv("multi.csv")

>

multi « read.csv("multi.csv”)



In this lecture, I have another example where I have more than 2 independent variable, and we

have to perform multiple linear regression. Let us, check that. So, I will start by reading the data.

And then I will check what we have in the data and then perform the multiple linear regression

using the Im function again. So, the name of this data file is multi dot csv, it is in my current

working directory. So, I call the read dot csv function to read that data and assign that data to a

variable called multi.

(Refer Slide Time: 10:56)

RStudio [} X
File Edit Code Vew Pots Session Build Debug Profle Tools Help
©5_week 5.AR O] 6_week 5BR multi =71 Environment =
Filter - = PV RAR 4 S
“m P R s R« | % Global Environment
10283 0049 0013 0086 Data
2 oz oo 002 0082 fish 44 obs. of 3 variables
multi 45 obs. of 4 variables
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R R412 . C/daby =0
> # Read data -—---
> multi <- read.csv("multi.csv")
> View(multi)
>
RStudio a X
File Edit Code Vew Plots Session Buld Debug Profile Tools Help
5 week 5.AR Q)6 week 5 BR multi =[]  Environment =
Filter » # | yoome - | S
“m P R s R~ | {3 Global Environment ~
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40 0188 004 002 0205 multi 45 obs. of 4 variables
a4 0214 0037 0004 0138 reg tist of 12
42| 0218 0051 002 047 )
43 0284 0049 0021 0130
4 020 0026 0002 0000
b Plots =]
45 0217 003 0039 0115 -
| Export ~
Showing 38 to 45 of 45 entries, 4 total calumns
R R412 - C/dab/ =0

> # Read data ----

> multi <- read.csv("multi.csv")
> view(multi)

>

Let me check the data. So, you can see I have four variable M, P, R and S and I have 45

observation 45 data points, 45 rows, and what I will do I will consider S as the dependent



variable or response variable, and M, P and R as the independent variable, and I will perform

multiple linear regression.
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8 Data
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5 multi <- read.csv("multi.csv") O multi 45 obs. of 4 variables
6
: : ) re List of 12
7+ # perform regression using Im()---- 2red
8
9 # Declare only the response variable, S
10
11 reg.multi <- tm(S ~ ., data = multi)
12 Plots =0
13+ # Check summary - Export ~
17+ # Check the problem of multi-colinearity
11:14 [ Perform regression using Im() & R Script ¢
R R412 - C/daby =0
> # Read data —---
> multi <- read.csv("multi.csv")
> View(multi)
>
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1 . : R = | T Global Environment ~
2 # Another example of multiple Tinear regression
3 Data
4~ # Read data ---- O fish 44 obs. of 3 variables
5 multi <- read.csv("multi.csv") 0 multi 45 obs. of 4 variables
6 7
: ; ) List of 12
7+ # perform regression using Im()---- Y 155 0
8
9 # Declare only the response variable, S
10
1L reg.multi < In(S = ¢} data = multi)
D g Plots =0
13+ # Check summary <& Bxport ~
17 # check the problem of multi-colinearity
1122 [ Perform regression using Im() & R Script &
R R412 - C/daby =0

> # Read data ----

> multi <- read.csv("multi.csv")
> View(multi)

>

reg.multi «— Im(S ~ ., data = multi)

So, to do that, I will use the Im function. Now in this case, we will consider intercept and also, |

will play a trick the way I call Im. See, when I am using these Im function, to perform multiple

linear regression, if I have 2 dependent variable, it is very easy to write them, I can spell out for

example, previous example I said, age plus temp. But if I have suppose 10, 20 independent



variables, then you have to type all those that does not make sense. So, there is a shortcut to do

that. And that is what [ am showing here.

I am calling the Im function and the first argument is this s tilde and dot, what do I am telling
here? I am telling to Im function that I am specifying that see s is my dependent variable, and
after tilde I have not written anything but dot, by dot I am saying consider all the variable
present, other variable present in this data set, consider all other variable present in the data set,
and the intercept also, as on the right hand side, by putting that dot, I am assigning all of those, |

have not to spell them out separately, that is a easy shortcut.
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5 multi < read.csv("multi.csv") nulti 45 obs. of 4 variables
6
7+ # perform regression using Im()---- oy lLieie aif 12
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2 # Another example of multiple Tinear regression
3 Data
4~ # Read data ---- 0O fish 44 obs. of 3 variables
5 multi < read.csv("multi.csv") O multi 45 obs. of 4 variables
¢ Oreg List of 12

7~ # perform regression using Im()----

9 # Declare only the response variable, S
10

11 reg.multi < [in(s ~ ., data = multi)
12 Plots =]
13» # Check summary -2 Eport +
17+ # Check the problem of multi-colinearity @B
11:14 [ Perform regression using Im() $ R Script &
@ R412 - Cydaby =0
> # Read data ----
> multi <- read.csv("multi.csv")
> View(multi)
>
0 rsudo - X
File Edit Code Vew Phots Session Build Debug Profile Tools Help
0 | 6_week 5_AR O 6_week 5_BR =[]  Environment =M
SourceonSave | & /v MR | Psouce + = @ el Voems - | -G~
1 ‘ ) ‘ R~ | % Global Environment ~
2 # Another example of multiple Tinear regression
3 Data
4~ # Read data ---- 0 fish 44 obs. of 3 variables
5 multi <- read.csv("multi.csv") O multi 45 obs. of 4 variables
6 5
7+ # perform regression using Im()---- Oreg Lt @ 12
8
9 # Declare only the response variable, S
10
11 feg.multi < In(s ~ ., data = multi)
12 1 Plots =0
13+ # Check summary - Export +

17+ # Check the problem of multi-colinearity

11:1 [ Perform regression using Im() 3 R Script 3
@R R412 - C/dab/ =0
> # Read data ----
> multi <- read.csv("multi.csv")
> View(multi)
>

reg.multi «— Im(S ~ ., data = multi)

And then I am specifying the data, data equal to multi and I want to store or assign all these data
regression to a variable called reg dot multi. I perform that and now I will check the summary of

my regression using the summary function.
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4~ # Read data ---- Data
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@ Ra12- Cldhty = Oreg.multi List of 12 Q
Coefficients:

Estimate std. Error t value Pr(>|t|) Plots =0
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4~ # Read data ---- Data

5 multi <- read.csv("multi.csv") O fish 44 obs. of 3 variables

6 . o

7+ # Perfarm rearaccion ucina Im()____ v Omilti 45 obs. of 4 variables
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Coefficients:

Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.37238  0.03988 9.337 IMUTENEREE =
-1.34820  0.17685 -7.623 2.20e-09 *** S bport *

Plots =]

1.74100  0.73468 2.370 0.022589 *
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Signif. codes:
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Residual standard error: 0.04008 on 41 degrees of fresdom
Multiple R-squared: 0.6235, Adjusted R-squared: 0.596
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>

summary(reg.multi)

So, the first column here are the values, estimated value the coefficient the intercept is 0.37, the
M is, coefficient for M is minus 1.34, the coefficient for P is 1.7 and the coefficient for R is 1.2.
And if you see the t test data, all of them has low P value. So that means all of them at certain
level of significance are statistically significant. That means each of these independent variable

has effect on the response variable that is S.
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coefficients:
Estimate Std. Error t value Pr(>|t|) Plots =0
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3 Data
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5 multi <- read.csv("multi.csv") multi 45 obs. of 4 variables
6 5
7+ # perform regression using Im()---- reg - UISt G
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9 # Declare only the response variable, S

11 reg.multi <- Im(s ~ ., data = multi)
12 Plots =0

13~ # Check summary ---- +& Export ~
14 1

15 summary(reg.multi)

17+ # check the problem of multi-colinearity

1519 [ Check summary & R Script &

R R412 - C/daby =

a

Residual standard error: 0.04008 on 41 degrees of freedom
Multiple R-squared: 0.6235, Adjusted R-squared: 0.596
F-statistic: 22.64 on 3 and 41 oF, [RENICHRRELEISNY

And also, it has calculated the adjusted R square that is quite decent 0.59 and 0.6 and the P value
for ANOVA is also very small. That means I can reject the null hypothesis for ANOVA that all
these coefficients are equal to 0. No, they are not equal to 0 and the t test has already set

individually they are statistically significant.

Now, if you remember the lecture of our multiple linear regression, in that lecture, we have
discussed a very important point that is the problem of multicollinearity. You may have that in
your data set that some of the independent variables may have relationship among themselves.
So, maybe one of the independent variable may be represented as a linear combination of one or

more other independent variables that can happen.

So, we have discussed at length about this multicollinearity problem in this lecture, if you do not
remember please go back and check that and when you are performing a multiple linear
regression, you are supposed to check whether you are facing this multicollinearity problem or
not. There are many way to do that and in that lecture, we have discussed about it one way to do
that, to check the multicollinearity problem whether you have that problem in your data set or
not, is to use the VIF Variance Inflation Factor. So, I have discussed the definition of variance
inflation factor in that lecture, what I will do here, I will show how in R I can calculate the VIF
for this particular data set and check whether I have multicollinearity problem in this data set or

not.
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2 # Another example of multiple linear regression

Environment

@Rl®-

R = % Global Environment ~

YoM - | &
Q

B Data
4 # Read data @D 0 fish 44 obs. of 3 variables @
7» # perform regression using Tn()ED Omulti 45 obs. of 4 variables
13+ # check summary BB 5
17+ # check the problem of multi-colinearity ---- Oicy : L.!St o B &
18 Oreg.multi List of 12 Q
19 # Use variance Inflation Factor (VIF)
20 # VIF of the independent variables should be
21 # less than 10.
22 Plots =0
23 # use vif() of 'Gall] package | 2 200m | Bexport ~ 1€ |
24 # Install the 'can' package
25
26 # load the package
27 .
2320 [ Check the problem of multi-colinearity & RScript &
@ RA12- Cldaby =0
Residual standard error: 0.04008 on 41 degrees of freedom
Multiple R-squared: 0.6235,  Adjusted R-squared: 0.596
F-statistic: 22.64 on 3 and 41 DF, p-value: 8.349e-09 [
@ rsudio - 8 X
File Edit Code Vew Pots Session Build Debug Profile = Tooks Help
75 week S AR @76 week 5BR * rmmhgeunm. [7] Environment =0
G Fal [JSource on Save | & / v| Bl Veroncontol VB @ el Yoams - | s =.a-
1 “ R [ GlobalEnvironment + O
: 1 Shel...
g # Another example of multiple ‘e:w " .
Jobs »
4» # Read data @B i " O fish 44 obs. of 3 variables
7» # perform regression using In(;  enoy g O multi 45 obs. of 4 variables =
13» # check summary B ) 7
17~ # Check the problem of multi-cc WVMM:';H::K s Oreg - LTSt G a
18 m:ﬂfﬁ:“:ﬂ“ j Oreg.multi List of 12 Q
19 # use variance Inflation FACTOl oy commmdriete  Culsshit
20 # VIF of the independent varial
21 # less than 10. e O
22 Global Options. Plots =0
23 # Use vif() of 'car' pafkage | % oo | Beport 1O |
24 # Install the 'car' package
25
26 # load the package
27 .
2324 [ Check the problem of multi-colinearity & R Script &
@R R412 - C/dab/ ~ =0

Residual standard error: 0.04008 on 41 degrees of fresdom

vultiple R-squared:

0.6235,

F-statistic: 22.64 on 3 and 41 DF,

Adjusted R-squared:

0.59%

p-value: 8.349e-09 |




@ rstudio - 0 X

File  Edit Code Vew Pots Session Build Debug Profile Tools Help
O75.week 5 AR* O 6 week 5.BR =[]  Environment ==
Seurceon Save | &/ + FRun | 9 Source v = @ H | # . Yaems - | .

1 . ) “ R~ % Global Environment ~
2 # Another example of multiple Tinear regression
3 Data
4» # Read data Install Packages 44 obs. of 3 variables
7» # perform regression us 45 obs. of 4 variables
13 # Check summary Install from: 2! Cenfiguring Repositaries List of 12
17~ # check the problem of | | Repcsitory (CRAN) v —
18 List of 12

19 # use Variancg InF1atic packages iseparate multiple with space or comme):
20 # VIF of the independen P
21 # less than 10.
2 =0

BEl Use i) of fcan p] Install to Library:
s )
4 5 7 it
24 # Install the 'car' pac C:/Users/E- CLassroom/Documents/R/win-library/4.1 [Defaull] v

<& Export ~

25

26 # load the package V! Install dependencies

27

2324 [ Check the problem of multi-calin \n;tall Cancel
(R R412 - C/dab/ =

Residual standard error: 0.04008 on 41 degrees of fresdom
Multiple R-squared: 0.6235, Adjusted R-squared: 0.596
F-statistic: 22.64 on 3 and 41 DF, p-value: 8.349e-09

To do that I require a particular package, that package is called car package, it has lots of useful
tool, I have already installed that you can easily install that in R studio by going to tools and then
clicking install package and writing here as car and then select and then you install. I have
already installed so, will not install it right now. What I have to do? I have already installed so I
have to call that package and load it in my this working space here. So, I will use the library

function library car to load that library, I have loaded it.
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© rstudio - 8 X
Fle it Code Vew Pots Sesson Buld Debug Profle Tooks Help

0 5_week 5 AR O 6_week 5.BR =[]  Environment =

Sourceon Save = & /- FRun | Source v = @ H @ Yaeme - | .

13+ # check summary “ R~ | [ Global Environment ~

17+ # check the problem of multi-colinearity ---- ot

18 < .

19 # Use Variance Inflation Factor (VIF) “ﬁSh_ 44 obs. of 3 varTabWes

20 # VIF of the independent variables should be O multi 45 obs. of 4 variables

21 # less than 10. O reg List of 12

22

S IE
23 # use vif() of 'car' package O reg.multi |List of 12

24 # Install the 'car' package

25

gg # load the package Plots =0
28 Tibrary(car) -2 Bxport ~

29

30 # perform VIF analysis

31

32 if(reg.multi) I v

321 [ Check the problem of multi-cclinearity R Script &

R R412 - C/daby =0
F-statistic: 22.64 on 3 and 41 DF, p-value: 8.349e-09 a

> Tibrary(car)
>




© Rstudio

Fle Edit Code Vew Pots Sesn Buld Debug Profie Tools Help

05 week 5 AR O 6_week 5.BR =[]  Environment =
Sourceon Save = & /- FRun | Source v = @ H @ Yaeme - | G-
13+ # check summary “ R~ | [ Global Environment ~
17+ # check the problem of multi-colinearity ---- Data
18 < .
19 # Use variance Inflation Factor (VIF) “fTSh_ 44 obs. of 3 varTabWes
20 # VIF of the independent variables should be O multi 45 obs. of 4 variables
21 # less than 10. O reg List of 12
22 Al
)
23 # use vif() of 'car' package O reg.multi |List of 12
24 # Install the 'car' package
25
26 # load the pack
® oa package Plots =0
28 Tibrary(car) -2 Bxport ~
29
30 # perform VIF analysis
31
32 vif(feg.multi) v
325 [ Check the problem of multi-cclinearity R Script &
R R412 - C/daby =0
F-statistic: 22.64 on 3 and 41 DF, p-value: 8.349e-09 a
> Tibrary(car)
2 v
0 sudo - 8 X
File Edit Code Vew Pots Session Build Debug Profile Tools Help
5 week 5AR* @6 week 5BR (7]  Environment ==
SourceonSave | &/~ FRun | O Source | = *EH 2| Ya2mb - )’ - -
13» # check summary “ R~ [ Global Environment ~
17~ # Check the problem of multi-colinearity ---- Data
18 5 :
19 # Use Variance Inflation Factor (VIF) *>f75h_ 44 obs. of 3 varTabWes
20 # VIF of the independent variables should be Omulti 45 obs. of 4 variables
21 # less than 10. O reg List of 12
22 e
)
23 # use vif() of 'car' package RN [Lisie @i 1
24 # Install the 'car' package
25
g? # load the package Plots =0
I8 Tihrarv(car) hd & Brport ~
3215 [ Check the problem of multi-calinearity & R Script &
R R412 - C/dab/ =0
T T TG U T Y T u ST T TS
Multiple R-squared: 0.6235, Adjusted R-squared: 0,596 -

F-statistic: 22.64 on 3 and 41 DF, p-value: 8.349e-09

> Tibrary(car)
> vif(reg.multi)

M P R

1.658677 1.614999 1.145538

>

library(car)

vif(reg.multi)

Now, this car has a function called VIF shorthand for Variance Inflation Factor, and I will call
that function and I will use this data of my regression reg dot multi as an argument. So, it has
calculated the variance inflation factor for each of these independent variable M, P and R. If you
remember, if the variance inflation factor of any of this variable is greater than 10, then we have

trouble or multicollinearity in our data set. But in this case, all of them are close to 1 or 2. So that

means my data set does not have multicollinearity problem.



So, I am happy I have not to get rid of any of these independent variable and my multiple linear
regression model that I have created just now is good enough. So, what we have learned in this
lecture? We have learned that I can use the Im function to perform multiple linear regression, just
like we have done simple linear regression only thing when I am specifying the model, I have to

specify who are the independent variable.

And T have also shown you a shortcut, when to write that model in the Im function, when you
have large number of independent variable where you can simply skip all the writing all those
variables explicitly and just put a dot to make Im understand that you want to consider all the
independent variable and intercept in your model. And also discussed about the statistics that you
get from the summary of this regression. And we have also discussed about how we can
calculate the variance inflation factor. That is all for this video. Thank you for learning with me

today.



