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Welcome to MOOC course on Introduction to Proteogenomics. In last lecture a guest

scientist Dr. Ratna Thangadu, started providing you an overview for a large scale data

sciences.  Today  he  is  going  to  continue  his  talk  and  mainly  focus  on  the  clinical

proteomic tumor analysis consortium or CPTAC. I think it is really important to know

that there are some resources publicly available which are sharing large amount of data

set.

I think TCGA, the cancer genome atlas from National Cancer Institute was one such an

initiative which is really provided large data set to the broad community. Thousands of

patient’s entire genome for various type of tumors were sequenced and then that data

made publicly available. It was so interesting to note that many of the data set while the

original data was published already in nature, but from the same data set many people

started probing a specific question that what could be the effect of let us say survival for

based on different genes and then you know they did metadata analysis publish papers

based on that.

So, not only the original papers which generated data those are published, but also many

associated papers came out solely based on the data available in public repository. So,

the cancer genome atlas really made a huge impact to the broad community for sharing

the data and making the publicly available. So, in this light the CPTAC provides a very

good resource for the community to look at the proteomic data of different tumor types.

So, Dr. Ratna will talk about the common data analysis pipeline of CPTAC and cancer

imaging archive.

Various omics data repository such as even imaging data for various cancers, genomic

data from the NCI-GDC portal as well as the DBGAP. Some of these are good resource

repository is available for obtaining large data set which are already available from the

you know very nicely done experiments  using next generation sequencing as well  as



mass spectrometry. The huge amount of resource have been already put in to obtain these

data and now the data is may available to public for doing further analysis.

So, Dr. Ratna will actually illuminate you,  provide you more information about how

these repository resources could be accessed and what kind of features are there and how

you can make use of them for your own research, in which way you can analyze the data

or use the data  for  your  various  comparisons.  So,  let  us  welcome Dr.  Ratna  for his

second lecture on the big data sciences.
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Alright, so, the interesting thing with CPTAC program is we do release all of the data

even before the publications come out. That is a very interesting way to look at the data

alright.  So, if you are generating the data you are most of the times you are already

worried  if  I  put  my  data  out  there  somebody  else  will  publish,  but  that  is  actually

hindering the progress of the research in terms of how the government says.

So, there is some of guidelines that come input fourth saying that we will give you the

data, but there is an embargo date. So I mean I am just showing  like  we  are  pretty

active, like every other month we will release some one study we harmonize all the study

and at least on the top these 1, 2, 3, 4 those studies they do not have any publications yet.

The groups are working. Dr. Mani is working on one publication, Dr. David Fenyo is

working  on  another  publication  right  now  and  Bing  Zhang  is  working  on  another

publication alright here.
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So, there is something called a Embargo date. So, the expectation is that all the data is

free, but we except use it, but you wait until that date before you publish because; that

means,  basically we are giving credit to the data generators from the conservation to

publish first alright. So, this is the common data analyses pipeline that we have done.

Every piece of data that comes into CPTAC portal, we have developed a Amazon based,

galaxy based infrastructure to run a pipeline on that. This is basically as you can see here

it is energy of search, then we have a custom built protein report summary generation



and at the end the files that I am pointing out earlier  is basically identified peptides,

identified proteins and the quantitation data and also the study sample consistency report

which is basically QC matrix. So, this is lot of information out there.

So, we thought downloading any of these raw files you can just use this information, but

if you are not satisfied with the results always get those raw files and generate. And,

another thing you would appreciate if you notice is basically all of the mass spectrometry

files they are proprietary, that that they come from the instrument alright. So, you need to

have a windows machine that is lot of complications how you convert them into open

source;  so,  most  of  the  pipelines  run  very  smoothly  and  seamlessly  and  in  Linux

environment. 

So,  there  is  a  bottom like  that  we have  to  do  the  first  steps  in  the  in  the  windows

environment.  So,  what we do we follow open standards and we make all  of the we

convert all of the raw data into mzml. Mzml is the re representation of the proprietary

formats in the open data formats. So, all of that information is available as mzml also and

all  the  other  information  that  comes  as  peptide  spectral  match  and  other  things  we

convert them into the open source formats mzml mzidentml and so on wherever it is

possible alright.
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So, this is once you are on a particular study page, you see lot of 43 studies listed there.

You can click on a study once you go there, so the first thing is because it is all cancer



related patient  derived so, we take utmost  care to actually curate  all  of the data,  the

clinical information and also the experimental design. So, we will put all that information

in these files. They are just simple excel files you can just download, but it have lot of

information  that  connects  you  to  the  files  in  here  and  then  we  have  also  metadata

packages. So, that has a all the protocol information, mass protocol information and also,

we have the protein reports that I have mentioned earlier.

So, they are all packaged into one single packet that you can just download those two for

example, you do not need anything else with the bottom ones are raw files and as you

would might have noticed here it is like dot or 1. So, what that means, is we have we

version  all  of  the  protein  reserved  report  results.  What  happens  sometimes  we  find

something interesting that, we need to update the pipeline itself. So, then we will read on

the pipeline and we report the results as the new version. So, always you can trace back

what that means, alright.

(Refer Slide Time: 08:03)
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So, I talked a lot about all this mass spectrometry data I showed but where is all this

other  omics  data,  where is  a  genomics  data,  where is  the clinical  data,  where is  the

imaging data? So, that is all CPTAC is producing, where is it sitting let us see ok. The

imaging data sits in cancer imaging archive,  the genomic data is sitting in GDC data

portal, the other part of the genomic data that is a SNP array data it is sitting in DBGAP,



that is the database of genotypes and phenotypes and the proteomic data is sitting here

excellent.
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So, we have data from one single patient setting in four different areas. So, how do you

connect all of them? So, we are generating data it is extremely difficult even for me to

connect all the dots and it is not helpful and it is lot of information being lost. So, what to

do? So, Dr. Henry actually mentioned about a precision medicine initiative that came to

light in the last 4 years, say Joe Biden’s or cancer moonshot initiative. 

So, as a part of that the national cancer institute it is developing a cancer research data

commons. It is a big ecosystem in theoretical ecosystem where all the repositories here

these stacks are basically kind of repositories. So, genomics, proteomics, imaging so, on

they all coexist together.

So, physically they are at different locations on different servers, but in the ecosystem so,

they are together  and then we provide the ecosystem provides  analysis  of all  of the

information. So, now, I talked only about earlier the common data analysis pipeline for

proteomic data, but we will have tools the expectation that will have tools to analyze the

proteomic component and then we will have data models and dictionaries to represent

the data.



So, that I when I call a patient, I am calling that patient from all different resources at

one time alright. So, then we have visualization, we have portal basically if you go to any

portal you have all these features and the kind of users that we are expecting is you see

there wide variety of users we are looking at. The patients, clinicians, computer scientists

and  tool  developer  and  biomedical  researchers  so,  everyone’s  export  is  different

everyone’s expectations are different.

So,  such  an  ecosystem  trying  to  support  so,  many  different  kinds  of  users,  it  is

magnanimous support is needed alright. So, and then there are cloud resources. So, I

have all this data sitting there, but I want to analyze the data myself. So, there are 100

datasets sitting I want I will pick and choose 3 or 4 different data sets and I want to

analyze by myself. How will I do it? So, that is where we have cloud resources. So, Dr.

Mani has talked about the fire cloud the other day.

So, fire cloud is one such resource. So, you just need to have a login, you do not have to

take anything other than your credit card right. So, you go there, and you log in and you

have the tools existing there, this is pipeline and you have data sitting there, everything is

there. You pick a pipeline; we attach your data and you are on the pipeline that is it. You

click a button only thing is I mean you have to understand what you are doing, but all the

tools  are  available.  That  is  that  is  the  vision NCI has in  terms of this  research data

commons.

(Refer Slide Time: 11:37)
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So, already there is one NCI genomic data commons which came to right in 3 years ago.

So, most of you might have heard about the TCGA the cancer genome atlas and all of the

data used to be available in a TCGA data portal. That is very specific to TCGA so, but

now there are so many programs coming up, NCI thorn we have to bring all  of this

genomic data together at one resource. It is not just one program specific resource, but

rather a common resource where all the genomic data will be there. 

So, that is what they did and right now there are about 40 plus programs. There were the

humongous program that takes So much data there are out there and this is free resource,

there is  no login required  and you  can see there are  so many different  cancer  types

available already. So, this is all about the genomic data.

(Refer Slide Time: 12:35)
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And then I talked about the NCI cloud resources so, Dr. Mani already talked about the

broad’s fire cloud. So, cloud is it is a public cloud. This is somebody else is actually

offering you services so, you do not have to do anything, you do not need to have a

cluster right. So, cluster yesterday when you are asking me I have this much data so, I do

not have any disk space what do I do.

So, I buy a new disk I will attach it, reconfigure it and then 10 days later more clients

come, and you generate more data. So, what do you do and there is no solution? So,

people are slowly moving towards public clouds, these are Amazon web services and

Google cloud. I can I mean anyone can actually have a free account, you can login try to



export. The good thing with that is you do not need to have a lot of informatics expertise

to begin with. Do not be scared just go out there, see what is there a lot of them are made

as services.

So, I want to do this so, you click a button and you pay a price for that is minimum. So,

so, Broad institute of system biology they have cancer genomic cloud and then seven

bridges. Seven Bridges is a private company,  it is a commercial  partner with NCI in

developing what they determine AWX. The Fire Cloud and the Seven Bridges I would

recommend you to take a look at those two resources.

Institute of system biology is more of a program centric approach they took. So, they

made  all  the  data  available  in  a  certain  way  and  you  can  access  through  API’s

programmatically. So, you need to have a little expertise understanding that, but they do

have a  some kind of  a  UI where you  can  actually  look at  the  results.  So,  now, the

genomic data commons and the cloud resources are the only things from the ecosystem I

just showed they are existing as of today.

(Refer Slide Time: 14:45)
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So, last year this proteomic so, NCI thought although CPTAC that is sitting just like the

ways TCGA used to sit. It is in its own specific resource. So, what do we do about that?

That is why they come up with why do not we have a proteomic data commons because

there are more programs that are coming out it is not just a CPTAC, but there are Apollo

and ICPC that I will talk a little bit later and doctor Henry talked about that.



So, we need to have a similar resource, but we are asked to actually have both the GDC

and the cloud resources combined. So, we have the data and also analysis tools at one

place for the proteomic data. That is pretty ambitious, yeah that is what I mean. So, now,

that is the proteomic norm, but it needs to do both the things that the GDC and the cloud

resources doing together alright.

(Refer Slide Time: 15:43)
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So, the very high level goes off the PDC at the proteomic data commons, Unsilo the

mass spectrometry data, everybody is storing on their own local spaces. Do not do that,

share it publically and the move from a situation where people move the data to the local

tools. So, same thing I am telling do not download the data you bring your tool to the

data because data is so humongous. It is not just your local storage, it is about how you

transferred the data.

Does IITs network allow you to transfer so, much of data right? I do not think So, it is

not worth it. So, instead you bring your tool go there to the cloud and analyze and then

this is an interesting thing. I always I am shift from a data graveyard model to a data

workspace model what this means is graveyard the one I talked about earlier you go you

deposit your data after the life cycle of your research. That is like you are dumping it

somewhere  I  am done with this  I  do not  want  this  anymore  alright,  that  is  the data

graveyard.



So, nobody looks at that kind of data, but the workspace model that we are proposing

with the proteomic data commons is, you connect your instrument directly to the work

space,  on  the  PDC.  So,  the  data  directly  moves  from the  instrument  directly  to  the

workspace. So, there you attach all your metadata. When you start when you are ready to

analyze the data at that point you actually attach all the metadata, all the samples and the

study design and which tools you want to use and click a button and run the pipeline.

Student:  right  now atleast  for  proteomics  we  do  not  have  such  tools  where  we  are

allowed  There may some open resource for when it comes to proprietary software which

has been used. There is no such I mean there is no way that we could analyze the files

one by one cloud.

Yeah.

Student: So, in which case it becomes very difficult I mean so you first store the data on

the cloud then you need to download it, analyze and then again store it back. So, it takes

us back to the same problem. So, there is there any initiative that has been taken to being

more and more company based softwares like to develop any such cloud system wherein

the analyses could also be done and then there is no need for a physical drive that a data

analyses can go.

Yeah, so, that is the cloud thing actually doing. So, you can whatever the tool that you

develop, you can dockerize that. So, dockerization may be you have to learn a little bit

about that, but basically it is not just a tool, but the environment the computer system

where it runs, you package the whole thing and put it on somewhere it is like a another

database  it  is  called  dock  store.  So,  once  you  have  the  tool  you  can  take  the  that

particular tool to the cloud and run it and like here I said these are the high level goals

their goals.

So, we are not there yet there are lot of there we have to cross lot of hurdles to reach to

those  goals  and  I  mean  PDC we are  starting  small.  So,  we  will  make  a  couple  of

pipelines available initially and based on the user’s interest we will add more. So, that

way we know what is interested in the community, you just I mean I cannot we cannot

have a resource that tries to do so, much and then give it to you and you see are the users

come and see like 90 percent of the stuff we are not interested in this.



So, that is not the good use of money or time or therefore,  right. Did I answer your

question? And then we have to improve the metadata annotations and ensure the data is

annotated well like the standards I was talking about.

Alright,  just to give you give you an idea of what kind of data you will see in future. So,

CPTAC data that’s  I already talked about then we have Apollo and the international

cancer photogenic consortium that is Dr. Srivastava is part of and then human tumor

atlas and lastly I said user generated data, that is your data fine. So, whenever you start

generating the data you can upload alright.

(Refer Slide Time: 19:45)
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So, what we did about 6 months ago, we started building a prototype. That is what we

call proteomic data commons pilot or in other words we call MVP or a Minimally Viable

Product. So, what would it is like I talked about a lot of things right now what we did is

like build a minimal product and put it out there, it has some basic features that I am

talking about does it will not do everything, but bits and pieces of everything I talked

about  and then see its  take  the feedback from the community and develop on those

alright.

So, rather than I develop the whole product and I put it there like I said, and nobody is

interested in that its waste of our effort. So, we will the portal like the commons will

have a data submission system, a portal where you will see all the information and a

workspace that I talked about where you can actually upload your data and run pipelines

and then programmatically or the computationally access that information through the

programs alright.
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Student: What do you mean by air data processing? Like we are uploading our data and

then you take the data processing in harmonization.

Yeah, data processing and harmonization is the common data analysis pipeline that we

run all of the data. So, what happens like within CPTAC so, each of the cancer types is

being the data  is  being generated  by different  groups and it  is  analyzed by different

softwares, they are and different protocols. So, when we start putting out the data and

there is the portal. So, it is we have one single consortium, but we are actually providing

results from so, many different kinds of pilots.

So, what  the even when you go the genomic  data commons so,  we have both these

portals what we try to do is this called data harmonization process. Any data that comes

to these resources, we will use it once in common pipeline and all of them. So, it is not

an  ideal  way,  but  it  is  one  way to  look at  all  the  information  on once.  So,  that  is

something what the PRIDE is doing what Peptide Atlas are doing right.

So, you are depositing all the data and one resource of your publication is done and they

are running through the one common pipe line because when you have so much data if is

not harmonized as for one single pipeline it is very difficult to make sense out of it. And,

then  that  is  that  is  what  I  call  processing  and  harmonization  and  the  processing

workspace is basically you would be able to run the pipeline by yourself right. We run

the pipeline as a starting step, but you want to change something some parameters ok, I



am not very happy with this you want to change some parameters; you should be able to

do that.

So, as an example we will have encyclopedia as a one DIA pipeline and also the pipe

DDA pipeline that I described earlier. It is just showing the software architecture of our

system and you do not have to actually spend a lot of time here, but just to give you an

idea of this is called S3 this is a hard drive you can say the cloud hard drive where you

put all your data. So, it is scalable. So, as your data is increasing, they will just make

available how much ever you want. So, there is no limitation here. The same thing like

you want more compute power with a click of a button you can add as many processors

as you want and this thing it is called authorization.

The idea of this is basically because there are so, many portal I talked about genomic

data commons, proteomic data commons, imaging and cloud pilots there are so many

things are there, but the user has to remember all his user ID’s and passwords and how

do these commons actually talk to each other if it is not a single sign off. So, the purpose

of this box is basically telling that we will have a single sign on. Once you sign into any

of  this  resource  so,  you  will  be  able  to  access  the  data  from  the  other  resources,

seamlessly.
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So, in conclusion today you have learnt about one of the large initiative from NCI about

the  CPTAC which  has  contributed  the  scientific  knowledge  for  the  cancer  research



immensely.  You also learnt that to obtain omic data for a single patient, you need to

search four different repositories. Hence, the NCI has taken initiative to make a common

data portal so, that you do not have to look for variety of different places to search for

data and all data could be commonly accessed from the Cancer Research Data Commons

or CRDC.

You  also  got  a  glimpse  of  how CRDC has  different  features  such  as  visualization,

analysis, query and many more features. We also learnt that how cloud platform which is

being freely available to everyone can be very useful in handling and analyzing big data

or even metadata analysis. In the next lecture Dr. Ratna will continue his talk about large

scale data sciences and inform us more about different publicly available portals.

Thank you.


