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Lecture No. # 11 

Representation of Dynamical Systems – III 

Good evening everyone, we are there in the lecture number 10 today. However, before going 

there probably it is good idea to overview, give every preview of what we have discussed in 

previous lecture that is lecture number 1, lecture number 9, because this two are tightly 

related to each other. So, let us overview quickly what we discuss and there was kind of 

small mistakes in the slides also, that I will also correct that actually. 

(Refer Slide Time: 00:44) 

 

So, this is what we are talking about how do you covert it from a state space representation 

to transfer function representations and vice versa when you have a linear systems. So, here 

it is I mean the; what we discuss last time, when you have a state space representation X 

equal to AX plus BU and Y equal to CX plus DU and this is what the transfer function form 

that you are looking out. 



(Refer Slide Time: 01:11) 

 

Looking for, then you started with this equation here and then get it out Laplace transform 

for both the equations then, eliminated X of s from first equation substituted with care. 

(Refer Slide Time: 01:25) 

 

That is what we get it on there. So, then it turns out that Y of s is that given out this final 

expression out here. So, this is C into s I minus A inversely plus D that is the transfer 

function matrix in general we are talking about you know, there are multiple outputs and 



multiple inputs out here. So, this in general Y is a vector and U is also a vector. So, in 

principle we cannot talk about Y by U anymore, but some books write that way Y by U and 

then they give there is a transfer function matrix. Then, there was example so, you carry out 

that examples. 

(Refer Slide Time: 02:01) 

 

So, that if this is a linear system, two dimensional linear system that is all the transfer 

function all about it is straight forward derive it from the formula, which we carry out in 

detail algebra here. 



(Refer Slide Time: 02:11) 

 

And we also made some points that this converting the transfer function to state space is 

rather not unique, where is the reverse one is very unique actually. So, we have I mean there 

are various realizations possible and he also made a note the; that all realizations are 

equivalent actually. That means, the basic properties do not change however, one 

representation have some advantage over the other for a particular task actually. So, lot of 

research has gone into that in around 50’s and 60’s. How do you get a good realizations 

actually, the possible representations are that comes to mind is first companion form, but 

otherwise known as controllable canonical form. 

And we have also discuss what is Jordan canonical form last time, then in this particular 

class I will talk about alternate first companion form which is called as a toeplitz first 

companion form also, because of the matrix that it pops of actually. And then, will also see 

what is called a second companion form and otherwise known as observable canonical form. 

So, for example, if you want to design a controller then, controllable canonical form is a 

better option. Or as if you want to design a observer or a filter then observable canonical 

form turns out to be better choice actually. 



(Refer Slide Time: 03:36) 

 

Then we had this; we started with this transfer function Y of s by U of s then we multiplied 

both sides then if you multiply then that is the differential equation that pops off and that is 

in a; I mean the same thing that is written in elaborate form. Then, you choose this straight 

variables x 1 x 2 of how to action that way then differentiate a Landered of the equation 

actually. 

(Refer Slide Time: 03:55) 

 



So, first n minus 1 equations or differential equations will simply come from definitions, 

rather and the last one will come from the differential equation that we are having here 

actually. 

(Refer Slide Time: 04:15) 

 

That is how we got this first companion form, which look like that way. And because Y is 

nothing but a x 1 so, the c and d matrix are to be just actually so, that is how we landed out 

with first companion form. We also have briefly overview this blocked diagram 

representation, which essentially requires n integrators, because you have an n of a 

differential equation anyway. 
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So, that is the reason why that we require this n state variables really. So, then we had 

further examples, where we talked about this transport function what is the there are these 

third error polynomial so, we have essentially third order system. So, we have defined X 1 to 

be c and X 2 to be c dot and C 3 to be double dot like that and then, we carried out this are 

the state space representations or state space equations that way actually. So, then we moved 

on with a polynomial in the numerator what you do about that then, we decomposed that 

into two blocks rather first block will give us rather the same differential equation, that we 

just derive before. And the next one will give; I mean this particular thing will give us the 

output equation actually. 
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So, this is how we arrived it, this kind of forms and all that etcetera. So, this is the 

realization with this particle of sort it that output equation contains all this 1 7 2 sort of thing 

actually. 

(Refer Slide Time: 05:47) 

 



So, how do you I mean generalize this to multiple outputs these are all about single outputs 

anyway. So, if you have multiple outputs then essentially the A and B metrics remains same 

however, the C and D matrices get modified actually. 
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Also, solved saw a example to demonstrate that, where this one is the y 1 of s divided by u 

and this is y 2 of s divided by u this are the transfer functions that we are talking about, you 

note that this denominator is same. So, here we decomposed this particular this by 1 by u as 

this two variables that way. So, this 2 s plus 3 falls out outside of this are two essential two 

cascaded blocks what we are talking about here. 



(Refer Slide Time: 06:33) 

 

And then, the first part of the block gave us the straight representations and the second part 

of the block will give us, the output equation actually. 

(Refer Slide Time: 06:48) 

 

So, that is how we got the output equation for phi 1 and similarly, the output equation for y 2 

will be this way. Whereas the straight equations, I mean the n matrices will remain same 

actually. 
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Then we also reviewed what is known as I mean we went through detail what is known as 

Jordan canonical form so, if you have transfer function in general already factor into this 

form. If it is not a factor then, the first thing we should do this factorization actually. 

Assuming about this factorization is already available then with a we multiple again this y of 

s is equal to all that and then we define this very this little expressions as x 1 of s x 2 of s 

like that up to x of s that is definition. And simply from definition this differential equation 

pops off like that and hence we have already have (( )) representation of the system 

dynamics x 1 dot actually. 
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That is how we got it. And then y turns out to be all this y is summation of this, I mean this 

plus this plus this all this expressions. So, but these are nothing but x 1 plus x to s then r into 

s n like that so, y of s simply turns out to be this x 1 plus x 2 plus up to x n plus d 0 times u. 

So, this is our C matrix, (( )) D matrix actually and these two are essentially in B matrixes 

now, this is a Jordan Canonical form. 

(Refer Slide Time: 08:13) 

 



And we also had that (( )) I mean this an example where you have this none repeated roots 

sort of thing then, we take essential distribution then we teach essential for what we 

discussed and that linear of with this we say as C D matrix actually d 0 here. So, a this is a 

that is B and this is A matrix actually. 

(Refer Slide Time: 08:31) 

 

Now, what you do when you have repeated roots that is a special case probably. And then, 

we define this straight variables that way, as so x 1 is nothing but x 2 by s plus 3 this is a 

cubic polynomial remember that so, x 2 is x 3 by x plus 3 and then finally, x 3 (( )) of x plus 

3. So, again from this definitions this static equations pop up actually. 
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Then, the output equation is slightly interesting to see here, the output is essentially this 

entire thing multiplied by u of s. So, then if you analyze that little bit this u of; I mean what 

you mean hear I can expand; in an expanded form I can put it there. I just write it that a 3 

times essentially 1 by s plus three into 1 by s plus three into 1 by s plus three like that. What 

do we note that, this nothing but a x 3 of s so, if once I put x 3 of phase here then it turns out 

to be x 3 of s by s plus 3 which is nothing but x 2 of s. And once I put x 2 of s here it is 

nothing but x 1 of s, essentially y of s turns out to be just two times x 1 of s. So, noting all 

these that this of the state equations and this is the output equation you can finally, convert 

all this into time domain. And tell this is mine Jordan Canonical form A and B matrixes and 

this is the corresponding C and D matrixes actually. 
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So, that is how we got for repeated, up to that probably we studied with a sums like 

corrections of these lights and all that. Then, we also note that, there can be one more 

complexity in Jordan Canonical form and that happens when this factorization form the 

roots become complex actually. And we do not want, this matrices of A B C D elements of 

these matrixes in complex numbers we do not want, that is not their real realization for real 

system actually so, what we really want is real number sitting out there actually. So, how do 

you do that and also this observation comes to our rescue here actually. That if we take; if 

the roots becomes complex they can always exist in complex conjugate pairs actually. 

And interestingly this let say only one particular form we have a something like two 

repeated roots out here and they are in complex conjugate pair actually. What you see out 

here and interestingly corresponding to that you will also numerators the complex conjugate 

pair actually. So, all these nice observations give us a hope actually. So, what do you do, if 

you just combine them together then the complex parts goes and you are left out with a real 

transfer function actually. But remember this in a factorization form I cannot write the 

reminder actually so, what I can do that rest of the transfer functions elements what I 

watched rest of the factors I will do; I mean the regulars Jordan canonical form. 



But this particular cup; I mean this particular conjugate pair roots I will go at least some 

other companion form like first companion for m for example, so this particular block I will 

write it in a regular first companion form what we have discussed already before. However, 

the other things will turn out to be Jordan Canonical form actually. So, that is the way to do 

so, this is all about like a some overview of the previous lecture so, that we carry on with the 

further things in this class actually. So, the last lecture we solve this; a first companion form 

and a Jordan Canonical form. 
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I will continue about discussion with further things here with first thing is alternate first 

companion form or sometimes called as toeplitz first companion form, we will see that why 

this name pops off actually and this the reference for that what I have taken actually. 

So, we will start again with the transform function in this form and then we can again 

multiply both sets and then write it in the standard differential equation form. So, this is a I 

mean difference differential equation both in y as well as u actually, this is a very generic 

thing actually. This proper transfer function what we do not strictly, proper transfer function 

is the order of the numerator polynomial is less than equal to the order of the denominator 

polynomial so, in this case you are taking it is like a equal, that is the best pair you can have 

actually. 



In general this order of the numerator is much lesser than the order of the denominator 

actually so that is a proper strictly proper transfer function rather actually. Anyways once we 

write this differential equation form for this output and input relationship. 
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Now, let us define this state variables x 1 to x n in such a way so, how do you define let us 

say output that a x 1 plus p 0 u this is simply a once out definition actually. And we write x 1 

dot is x 2 plus p 1 u and x 2 dot is x 3 plus p 2 u actually these are all state equations. 

Remember if I somehow know this p 0 up to p n then I am done actually, because this is an 

output equation and these are my state equations already known to me actually in a way. So, 

it is my task to get this constants p 0 p 1 p 2 up to p n that is the task actually. 



(Refer Slide Time: 14:02) 

 

So, we will go back to the definition start from y probably so, y is nothing but x 1 plus p 0 u 

and then we take first differentiation let us say so that is y is y dot a nothing but x 1 dot that 

is simple times p 0 remember p 0, p 0 is a constant number so, it turns out to p 0 times c u 

dot actually. But x 1 dot where definition is nothing but x 2 plus p 1 u so, this is coming 

from here so I can substitute that x 1 dot here. And then, retain this p 0 times u dot so, the 

that is what I leave with actually here. Now, let us go to y double dot one more derivate out 

here, start with this expression rather so, this is x 2 dot plus p 1 times c u dot plus p 0 times t 

u double dot so, that is what it is actually. 

Then x 2 dot is again I will put again go back to the set of definition substitute from here x 2 

dot is nothing but x 3 plus p 3 here. So, x 3 I mean that x 2 dot is a x 3 plus p 2 u plus this 

two I will keep it as actually. And note that when you have a y there is a u when you have y 

dot there is a u dot expression there is a y double dot there is a u double dot expression so, 

that is how it will pop out actually. So, I will carry this sequence of operation and then I will 

land up with y n minus 1 of derivative which will turn out to be like this, simply by 

observation purpose I can write something actually. Because if I say this y this is a x 1 plus 

this y dot this is x 2 plus p 1 plus p 0 u dot then y double dot is x 3 plus p 2 u plus p 1 u dot 

plus p 0 u dot u double dot. 



So, I mean if you see that there is trend out here there is a y double dot starts with x 3 then 

there is p 2 p 1 p 0 there is a u, u dot u double dot actually. So, containing with the trend I 

can probably generalize this and then write it and I can also verify that actually. So, this is; 

this will turn out to be like this a small dot mistake probably there, is a mistake I can correct 

that there, is a dot out here it is an dot actually. So, Anyway so that is the just what it is; so, I 

will go back to I mean from here I will stop and I will substitute this; I will take one more 

derivative and carry out this algebra properly actually. 

So, y n remember that y n will come from this definition actually, y n I will take everything 

to the right hand side and all this derivatives are available to me now so, I will substitute all 

these. And then, I will carry out with a; this algebra you can probably sit down with the 

equations and then try to see what is going on here actually. (No Audio From: 17:11 to 

17:16) Probably I mean there is a small correction here probably this a this dot is a I mean 

this is not probably, not necessary that is why it actually. If I see why double dot there is a; 

if I see why double dot which starts with x 3 if I say why dot starts with x 2 so, if I see y n 

minus so derivative starts with x n there is know the dot is not necessary. 

So, I will carry out and then I will put this when I take one more derivative x n dot will pop 

up here and then going back to the equation this is my x n dot, this is the simple definition 

part of it. And then I mean this section (( )) this expression will come into the right hand side 

alright. And then I will combine all this an long n expression actually, the last equation. So, 

up to that we have to slightly be patient to see what is going on actually. Now, I am ready, 

because I am ready with all this definitions y dot y double dot up to y to the power and the 

derivative. So, then I will go back to this equation what I started with that is that what my 

objective anyway. So, this entire equation is available to me so, I will just simply login all 

this expressions simply actually, I have all these expressions anyway. 
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So, once I plug in; this is the left hand side and the right hand side part of it, this right hand 

side all this expressions whatever available all, these things will also come to right hand side 

and think like that. What I essentially mean to say is you just plug in on to these things and 

try to simplify these terms and interestingly it turns out it will just retain u, u dot u I mean 

this powers of u actually. Once you substitute for all these variables, let us say if you can; I 

mean you can do this algebra here, this term; all this term that is right here that will try to 

kind of a; I mean this try to help you in simplifying this expression. It will have you; I mean 

it will lead us to some expressions like this actually. 

But, this expression what we see in the first line that is nothing but this expression also that 

is an transfer function anyway. So, this transfer function if; I mean this expression is equal 

to that expression is also equal to that expression, this expression comes from the transfer 

function actually. So, what I do now I mean if these two have to be equal, these expression 

has to be equal then I can equate the coefficient actually so, whatever if I have you then that 

is equal to be 0 then this coefficient what I have that is equal to p 1 and similar thing all the 

coefficients I can equate to; and then I land up with set of equation actually. 

So, if I go in a little reverse sort let us say so, this is due to the n power actually. So, what 

you are have; nth power actually so, what we have actually nth derivative not really cover, 



but this is also nth derivative here actually. So, you have this p 0 equal to v n actually then, 

the next equation this; what you have p 1 plus this expression is nothing but b n minus 1 like 

that actually. 
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So I will constitute a I mean self construct a set of equations. Now, this set of equations if 

you see this has this has given me sufficient number of equation that means if you count 

number of equations, it is actually 1 to n plus 1 that means what I have is n plus 1 equations 

and I also have n plus 1 variables starting from p 0. p 0 p 1 p 2 up to p n that is n plus 

variables so, when n plus 1 set of equations for n plus 1 variables actually so, I can 

essentially solve this. So, if I want to solve it in a vector matrix form, these equations I will 

first put it in vector matrix form and that is what I will do actually first equation is simply p 

0 equal to p n so that is one everything 0 is equal to p n. The second one is a n a n minus 1 p 

0 plus 1 times p is equal to p n minus 1. 
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So, that is how it is actually n minus 1 p 0 plus p 1 is equal to p n minus 1 that to I can 

construct this actually. So, this is the set of equation and here that is why this name toeplitz 

comes, because this is particular if you observe this matrix this is lower triangular matrix 

essentially. And these specific form what you have is called as toeplitz matrix actually. The 

interesting property out here is actually not necessarily only aimed lower triangular matrix, 

but the diagonal elements are all one so that is the difference actually. This is a lower 

triangular matrix, all other elements can arbitrary numbers let us say, but the diagonal 

elements have to be all one actually. 

Now, as you know if I really carry out this determinate evolution of this any triangular 

matrix, the determinaties is nothing but product of diagonal matrix actually. And since all 

diagonal element are just one out here so, the determinant are guaranteed to be one. And 

hence it is always guaranteed to be non 0 that means no matter whatever values by a; for a 0 

a 1 up to n minus 1. Whatever values I have; this matrix is guaranteed to give me a (( )) I 

mean this equation is guaranteed give me a solution, because this matrix is guaranteed to be 

non singular actually, solution always exists. 

So, then I can always say not this matrix I not get a solution or this is already you can say I 

can very well use (( )) and elimination is already in the triangular form actually so, gauss 



and elements that are quicker to get that anyway. So, this set of equation essentially give me 

the solution hence I am done, because once I know this as I told in the beginning from the 

simple definition. We have already constructed the straight phase form actually, y is already 

known to us C matrix is given from here and D matrix is just p (( )). And then, this points of 

equation x 1 dot to x n already gives us the form that we desire actually. So, that is 

combining them altogether after I get the solutions p 0 to p n. 
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I can simply write it, this differential equations in state phase form to be something like this 

actually. And it interestingly turns out that this is also like a first companion form, if you 

remember the first companion form this is all super diagonal elements just 1 1 1 and then we 

have this last row some numbers. And then, the slide difference is this first companion form 

had all 0 0 0 in the last element was something, but here it is all something or other is there 

some numbers are there, all over the director actually. Other than that I think all the things 

remain same so that is why it is also called an alternate first companion form or sometimes 

is called is a toeplitz first companion form. Now, even though there is first companion form 

if you write regular first companion form that we discuss or controllable canonical form 

rather that is called that way. 



Then, the state variable; I mean the matrices can be fairly similar that means they are very 

close to each other the appearance wise actually. How are the numbers corresponding to that 

will be different as well as the physical meaning of the state variables will be different in 

two different forms. That is in general that is true if you really utilize the system in form one 

and form two then obviously these systems; I means this definitions of state variables are 

different, depending on the form you are selecting actually. So, that should that you keep it 

always in mind actually. 

Now, if you really want to do a block diagram realization, let me do that quickly out here 

this block diagram realization turns out to be rather toeplitz straight forward here. (No Audio 

From: 25:09 to 25:15) What we have here actually, we will go back to this set of equations 

and try to construct something here actually. Just remember this set of equation y equal to x 

1 p 0 u where x 1 dot is we are having that kind of a thing actually. So, maybe so for my 

benefit let me do this way, this is so remember, this is (( )) sorry so, these are the set of 

equations that you want to represent in block diagram form actually. So, probably I will start 

with some y definitions let us say this is x 1plus p 0 u. 

(Refer Slide Time: 25:58) 

 

So, I will start with some integrators which will give me let say, this will take x 1 dot it will 

give me let say x 1 that is the form I am looking. And then, remember there is y what I am 



talking about y is nothing but this x 1 plus p 0 u basically. So, x 1 is already available so I 

have to get a p 0 u somewhere actually so, this is plus, this is plus and then I will talk about 

something like a multiplication by p 0. And there is a u, this is a u out here control term so, 

let me take it all the way and then multiply that and then pass it through actually so that is 

what I will get y essentially, this is a our; like a that we are done actually. Now, we will 

come back to this x 1 dot is nothing but x 2 plus p 1 u so, I will go that way. Then, this is a; 

x 1 dot is available here so I have to construct this x 1 actually x 1 dot out here. 

So, then I will talk about p 1 it is pass through p 1 block, u is already available actually so, 

this is p 1 block will come through that. And then, there is something like x 2 basically right 

so, if you see this expression one more time, this is x 2 plus p 1 actually here. So, I got this p 

1 u then I have to construct which a; I have to take this x 2 out here actually. And similarly, I 

can construct see if x 2 then obviously it has to pass through integrator actually then I will 

get x 1 x 2 dot rather here, it is not double dot x 2 dot actually. So, that way I will be able to 

construct, keep constructing the top portion of it and then if I come back to this side of the 

story, I have to ultimately construct something like x, this has to start with let say x n. 

And then obviously the input has to be x n dot then if it is x n dot remember that it is from 

the definition point of view that x n dot is all this actually. So, these are all; these entire 

thing has to be realized actually, up to x 1 minus 1 dot there is no problem, but this entire 

thing has to be realized. So, what I will do? I will take this x 1 is available to me so I will 

pass bit through this 0 out here and x 2 is available to me out here so, I will take it there and 

pass it through this a 1 out here. So I will construct this things actually that way. And then, I 

will have summation blocks actually all over, I will have summation blocks allover and then 

I will take it a; this one and then it will go and if you talk about there is a final summation 

blocks somewhere which will connect it. 

And this will give me negative sign and this is; this will come to some sort of p n, this is p n 

and this will come connect that actually, this is positive side so, this will construct x n dot 

actually. So, remember this even x n I have to take it through a n minus 1 and then I have to 

construct some sort of summation block out here, because it is science actually. So, if you go 

back to this and try to correlate this x n dot is nothing but p n time u plus summation of all 



this is with an negative sign actually so that is what we have done actually, p n time u it has 

come from this side and then summation of all this that we are talking about it actually. 

So, that is why; that is how we construct a block diagrams (( )) actually so, it is not that 

difficult to realize block diagrams actually. And lets carry on move forward with that so, this 

is what is called a; so a toeplitz form actually, in block diagram we are drawn actually 

anyway. Now, some comments out here if you see this differential equation or this block 

diagram also or whatever you have here essentially they represent an integerators anyway, 

that is given in this differential equation actually so, that is a; that is easy to say actually. 
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So, no matter what realization you talk about if the transfer function is of nth order 

denominator polynomial then, you certainly nailed a number of integrators like n actually so, 

you need an integrators to realize that actually. Now, extension of this why this particular 

form is kind of interesting is because, if you have MISO system that multiple input, but 

single output system. Then, what you; I mean the extension is fairly straight forward, 

because you can always go back to this form of definition. So, you start writing another set 

of equation, lets a say for an example like an always write, this is like p 0 u 1 plus q 0 u 2 so, 

this is like p 1 u 1 plus p q let us say q 1 u 2 like that actually. 



So, this is q 2 u 1 plus q 2 q 2 like that so, I will set a construct another set of a; I mean 

another set of a constants so, parameters so that I need to solve actually. So, the extensions 

and the analysis will be very straight forward, I will land up with a two sets of equations like 

that or both the sets will lead me to this toeplitz matrix and all that where solution is 

guaranteed to exist actually. All these things are very nice to; I mean this particular form is 

very nice to extend to multiple input, but single output systems actually. So, I mean going by 

the argument that we have just discussed with essentially one need to solve m system of 

linear equations, where m is the number of inputs in control variables actually, if you have 

m control variables then you have m such systems matrix equations it is all for actually. 

However, if you know the number of states are not changing actually, that means we still 

need an integrators actually. And remember, if you remember the last class that we reviewed 

in the (( )) I mean in the first a couple of minutes back in this lecture as well. If you have this 

multiple output case, but single input case that going by the first companion form that was 

easy to generalize actually. Only the output equations were changing number of states were 

remaining constants and the same that means we still need that integrator actually. So, I 

mean the message here is we have this multiple input, but single output we still need an 

integrator and the reverse case where we have a single input, but multiple output we can still 

realize this system with an integrator actually. 

Or the all the ball game changes when you have MISO system that is multiple input, 

multiple output system then, that is no more true, we will just discussed we have a few 

comments later in this lecture actually. 
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Before moving at with the generalization of a MISO thing, let us talk about the other form 

that is available to us actually and that is a second companion form or observable canonical 

form. And this particular form as I told you in the beginning is useful when we have to 

design some sort of an observer or a filter actually, that is some observability and all this 

properties are nicer in this form actually. So, how do you go about and do that so, we start 

with this same transfer function, in generic transfer in general that is again the same order. 

So, we have this proper transfer function what we start with; and then we again multiply this 

two sides and then we talk a will; now, start looking at this equation in Laplace domain itself 

in a slightly different way actually. 

How do you do that now, let us arrange this terms this way actually now, I take all the terms 

to the left hand side and I will start taking the powers of s n, s n minus 1 like that actually so 

if I take these two terms this two entire term this expression goes left side. So, s 2 the power 

n is here so. I just take that one common then y of s is minus b n time u of s so that will pop 

off here actually. So, I am writing everything so this kind of polynomial of in terms of s 

actually so, s to the power n multiplied by some polynomial and s to the power n minus 1 

multiplied by some polynomial like that actually, this is the same equation anyway actually. 



Now, after doing that, I just want to extra this first term actually, this first term is nothing 

but everything to write inside divided by x 2 the power n actually. So, when I start doing 

that then x 2 the power n is the highest one so, the first term will I mean pop of a 1 by s 

actually just next term will be 1 by a square actually. 
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And that is what is happening, (( )) this double type actually. So, if we to solve this equation 

here these entire expression here, you just take it a I mean if you want to extract this 

expression first from rest of the things. So, you are taking everything to the right hand side 

dividing by x to the power n actually. So, this term is not required at this point of time 

actually. So, then this 1 by s I mean multiplied by that next term will be 1 by a square 

multiplied by that particular term what we have here, I mean the next term what we have 

here and things like that actually. Now, let me analysis this expression a little bit carefully 

so, this is actually if I see this expression now, from here I will try to; I am just trying to 

extract what is y of s actually. 

So, this expression; this b n times of u of s will come right hand side from here onwards, not 

here actually. So, this is what it is plus 1 by s into all this terms plus 1 by s into another term, 

1 by a square in that term all the way up to a actually. So, if I start taking 1 by s common 

from rest of term I can do that, because they are all higher powers of s actually first is 1 by s 



next is 1 by s square next is 1 by s q like that actually. So, if I take 1 by s common here for 

all the expressions then, if I take next set of equations I can take again 1 by s common for 

next set of equations like that. So, I am just interpreting this in a nested way actually so, 1 by 

s into multiplied by everything else. 

Then, the next term onward it is still one ways multiplied by everything rest of the terms like 

that so, in the nested way I am interpreting that. Now, I will start defining terms actually so, 

what I am defining? I am; I start defining this entire what I see here there is nothing but, let 

say x 1 is x 1 of s is the entire term what I see next in the bracket is nothing but x 2 s like 

that actually. So, if I start doing that so, let us; I mean with this expression let us try to draw 

the block diagram again then, we will that picture will start emerge a little bit more actually. 

So, remember that this is the expression that we will put it in a block diagram form actually 

so, let us draw this I mean start doing that actually. 
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So, what we have here is essentially like a again that I will put that top side as some click the 

d u signal is available so, wherever I want I can get it. And then this is like again this a; I 

will put that s b n and then I will take it as addition of two signals then I want to construct y 

out here actually so, let us see what is y out here actually. Y is nothing but b n times u of s 

what you see here plus x one of s actually, the entire term remember is x 1 actually. So, b n 



times u of s is already available to me this u this is b n so that is available then, what I have 

is simply x 1 here actually so, obviously this is x 1, so if I pass it through a I mean an 

integrator then this has to be x 1 actually. 

But remember this x 1 dot is nothing but if I go back to that expression basically so, this x 1 

dot (( )) I mean if you see that this rest of the term is x 1 remember there is an integer 1 by s 

turns integration actually. So, if I just take out the integration then, the rest of the term is 

nothing but x 1 dot actually, if I take this term as x 1 dot then pass it through integration 1 

by s then I will get x 1. So, this entire expression what I see is nothing but this term plus this 

two of x actually, whatever I have this is a x 2 of s essentially. So, like that I can; let us say I 

can construct it quickly so, what I have is; let us x 1 dot. So, I have this a; it is a p 1 terms 

then it will go there and then it will have this; and then this is a this will have x 2 and 

obviously there is a integration there then that will have like x 2 dot like that actually. 

This series is anyway same for us so, the things if you have one serious of equations you 

will have x 1 dot pass it through integration, it will have x 1 and under then x 2 dot pass 

through integration x 2 like that actually anyway. So, if I see this then ultimately I have to 

look forward is; can I realize this x n dot that is where it will x n dot integration passing 

through actually. Then this; I mean this particular thing will give me what is going on here 

actually so, this I will take it as sum a n minus 1 and then it will pop up the something like 

this. And then this loops on the top side will pass it through p n and here is 1 summation out 

here this plus thing this will become everything else become a minus thing here. 

And then, I will proceed through this case actually, this is a whole chain of equation out here 

actually in a way. So, if I this is how; now, x 1 I have a 0, a 0 turns out to be like this and 

then x 2 when I have this is; this will be like I will take like a 1, this is a 1 out here so these 

two guys will be you can summit up here like that actually, you can turn out the way like 

that. So, rest of the things probably you can fill it up all in a written sort of thing, this is the 

type of above diagram that we talking about here actually. If you look at this equations 

essentially, what are you getting? I mean either this equations right here or through the 

above diagrams out here, whatever way you can interpret that way. Then, what you are 

getting here is something is very straight forward. 
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So, y equal to x 1 plus v and u that is fine, then x 1 dot is essentially x 2 this is this is the x 1 

dot remember that the entire expression that is there. And then this expression out here this 

expression is nothing but x 2 actually entire thing actually, this is x 2 of s so that is a; so, if I 

have x 1 dot I have to get up for these term as this term and this term actually essentially. 

So, x 1 dot is nothing but x 2 minus a 1 by plus b n when b n minus 1 here actually so, x 1 

dot is this 1 minus this plus x 2 basically, that is what I have it here x 2 first I write x 2 and 

then these terms are there actually. 

So, then a I go ahead and try to simplify this expression so, I mean this; if I substitute y, 

where y is already available to me then I can expand this expression this y is nothing but 

that; so, this will turn out to be that minus a n minus 1 into x 1 that is the term what you are 

looking for then, n minus 1 into b n term actually so that is the term that you are looking for 

actually. So, these; I may so just by putting this expression for y whatever we have, we will 

be able to expand it that way actually. So, what are you learning off we are y expression that 

way we are having x 1 dot x 2 dot all the way up to x n minus 1 dot popping out that way 

actually. And x n dot turns out to be simply the; that actually because x n dot if you see this 

equation, this is probably easy to see from the block diagram this is x n dot actually.  



So, what you see as x n dot out here, this is a x n dot term here and this x n dot term this x n 

dot out here what you see is nothing but this two terms actually p n times u then minus times 

are all these expressions actually. So, what you get here is actually like x n dot is all these 

two expressions b 0 times u minus a 0 times y actually. So, anyway so you can looking back 

to that I mean this; what I mean is wall this expressions available to you now actually. 

Because y is again I will substitute that that way whatever expressions I have here and then, 

if I substitute that that is how I land up with. So, what you what observe here is a nice form 

out here see x 1 dot contains x 1 and x 2, x 2 dot contains x 1 and x 3, x n minus 1 contains x 

1 and x n like that actually. 
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So, then you can try to put it that in the matrix vector, matrix forms sort of thing what it 

turns out here because all this dots will contain x 1 actually. So, that means this column 

vector is non empty these are all these column vectors will pop out instead of a row, what 

you get is a entry scene first column rather actually. That is the difference between 

observable canonical form and controllable canonical form here actually. And then, this 

correspond B matrix is full lecture because everything is function of u also basically so, all 

this early entries will have some numbers all the way actually. 



And then simply from definition y is nothing but x 1 plus b n times u, but will give you the 

C and D matrix directly basically so that what is happening actually. So, essentially in this 

observable canonical form we will be able to realize this A B and C D matrix that way 

actually. The difference is in controllable canonical form we had row of entries, in 

observable canonical form we have a column of entries in the; a matrix actually. And these 

are all so nicely related to this like, if you see this controllability observability check that 

will sorry, little bit late we will see that this a; this I mean appearance of element come 

handy actually. For calculation of these; for checking this conditions are necessary like the 

rank of the matrix are number actually, we will see that later what happens. 
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So, this is the observable canonical form actually. Now, this first point I have already talked 

that they appear in a column instead of a row, an extension of the second companion term to 

single input multiple output case are possible. This particular form what we have talked 

about, is possible to extend that for single input to multiple output as well as multiple input 

to single output cases etcetera, essentially these two. For these we will not study in detail 

these are probably beyond the scope of these particular course actually. I will give a 

reference at the end where people are interested they can see at this for the details and all 

that actually. So, as I told in the beginning the controllable canonical form is good for 



control design whereas, the observable canonical form is good for observer to filter design 

actually. 
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Now, some final comment sort of thing so, what you have seen you have seen both single 

input single output systems I mean the SIMO sort of thing that is the; that is why we started 

all these realization. And we essentially started with nth order polynomial in the 

denominator and we saw that they are equal and integrate. However, there are realizations 

possible that was single out single input and multiple output systems, we can still realize the 

system with an integrators and for multiple input what single output systems, we can still 

realize the system with an integrator also basically. 

Now, the question is what about this MIMO systems, multiple input multiple output systems 

will it be possible to realize that as well with an integrators. Now, remember that that is not 

a straight forward answer actually and unfortunately it turns out the answer is really know, 

that means it is still not possible to do that with the integrators along actually. Now, then 

what the I mean immediate answer that comes to mind so, one way to realize this MIMO 

systems will be used the number of structures like whatever forms you see like well c is 

either SIMO form or MISO form, will use a number of them in parallel. 



And especially, if u belongs to this m dimensional vector and y belongs to this y 

dimensional vector that means there are m elements of u and p elements of y then, it is 

always possible to realize such a MIMO systems in something like n into; or n is a number 

of state variables in SISO systems basically that is, what it is? N into minimum of this two 

basically that either I will take the minimum of this dimension of u and dimension of p. And 

then if I construct n; I mean remember for one of that form I will choose, I will tell you 

whatever form that is as I mean that gives me the minimum number. 

And that is either I will choose something like form which is extendable to m kind a 

multiple output case easily, all multiple input case easily that who is using that particular 

form; I will simply I mean it is obvious that you need n into that particular number minimum 

of these m into p that mean integrators to realize this actually. so that means state variables 

are necessary to realize this MIMO systems in general. However, there is a problem out 

there actually, because that particular thing turns out to be slightly over actually it I mean we 

probably do not need that many. 
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So, the question is it possible to do it with a smaller number of integrators fewer integrators 

and the answer is the yes you can do that actually. So, that essentially leads to the question 

of minimal realization or sometimes minimum realizations some books write that way. So, 



what I mean is like this is we can certainly do, the question is can we do it even with fewer 

integrator. Then, however why is it so important than why is it necessary? Why are you 

interested in even looking at the question actually? And the answer to answer to b that 

because a non minimal realization. Suppose you take more number of integrators then 

necessary then, it can either lead to some saying some very odd situations like a non-

controllability, non-observability or both actually that means either you cannot design a 

controller or you cannot design both actually. 

So, in addition to this numerical complexity remember this that also turn into comes to 

picture, because they say the number of integration integrators essentially the number of 

state variables that you need. And they remember the number of state variables essentially is 

n then the dimension of a matrix turns out to be a by a n by n. So, if you have extra number 

of state variables, the dimension of the A matrix B matrix and all that the stars are 

expanding in a big way actually. So, if you have instead of three states let us say five states 

then you have instead of a 3 by 3 matrix will talk about 5 by 5 matrix. 

And essentially the number of elements goes from 9 to 25 so, it is a lot of competition 

actually so, we can actually; I mean can we avoid that too many computation that is one 

thing actually. But more important case is we will also simultaneously loose controllability 

and observability which is even worse actually. So, it may essentially cause theoretical and 

computational problems, I can just explain that means if you have more number of the 

dimension of the problem increases the dimension of the various matrixes increases. And 

then, we are learning up with doing too many competitions and necessary for whatever 

control design controllability analysis and everything actually. 

What more than that these are more serious issues for examples, if the system is not 

controllable then; there we cannot design a controller no matter what method you use 

actually. Similarly, that the realization turns out to be non observable then we cannot design 

an observer or we cannot design a filter actually and these are more serious issues actually. 

So, there are a solutions, there are a people who thought in 1960s let 60s and 70s as well and 

there are several algorithms exists for finding minimum realization. That means start with 

probably a little higher order and then you try to eliminate this number of variable that are 



not necessary. And you are essentially looking for some variables which are linear 

combinations of other variables actually so that you can eliminate them. 

So, these algorithms do exists for finding minimal realization and then the corresponding A 

B C D matrixes as well, but all these details will not sorry, in this particular course actually. 

Anybody who is interested for further reading, they can always refer to this book it is a very 

seminal book anyway, this is a written by Thomas Kailath linear systems very seminal book 

for linear systems actually. So, anybody interested in doing further and further studies they 

can probably read this book actually. Very nice book what then it is also mathematically 

rigorous that means, if somebody is not very strong in mathematics and think like that this 

book may not be that much readable actually. So, with that small comment I can probably 

stop here for these lecture. 

Thanks a lot for the tension, next class we will move further with some different topic 

actually. So, assuming that this conversation between transfer function and state phase and 

vice versa is possible in a variety of ways rather forms also, not discuss. Anybody interested, 

as I told it, they can always refer this Thomas Kailath book actually. Thanks a lot. 


