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So, let us continue the discussion on this ODE. So, we have looked at the stability of the single 

step method, now we are going to look at the stability of the multi-step method.  
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And before moving to something else, so in the multi-step method similarly, we have the 

expression for the multi-step system where with the error if we replace that, so, this is what we get 

and this is the local truncation error which is independent of epsilon and again. So, if we assume 

this is constant and equal to T then the characteristics equation of this which will become like 

𝜌(𝜉) − ℎλ𝜎(𝜉) = 0 

And the general solution would be  

𝜖𝑚 = 𝐴1𝜉1ℎ
𝑛 + 𝐴2𝜉2ℎ

𝑛 + ⋯ + 𝐴𝑘𝜉𝑘ℎ
𝑛 +

𝑇

ℎλ𝜎(1)
 

So, A are the constants to be determined from the initial error and all these 𝜉1ℎ
 , 𝜉2ℎ

 , … 𝜉𝑘ℎ
  are the 

distinct root of the characteristic’s equation. For h tends to 0, the root of the equations 𝜌(𝜉) = 0. 

So, the equation is called a reduced characteristics equation. 
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And for sufficiently ℎλ, we may write  

𝜉𝑖ℎ
 = 𝜉𝑖

 (1 + ℎλ)𝑘𝑖 + 𝑂(|λℎ|2) 

where i goes from 1 to K. So, 𝑘𝑖 called the growth parameters. So, this is the growth parameter, 

one can say this is the growth parameter.  
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So, what it does then we can neglect the last term, so that we can say this would be  

𝑘𝑖 =
𝜎(𝜉𝑖)

𝜉𝑖𝜌′(𝜉𝑖)
 

where i goes 1 to K and then we can write that 𝜉𝑖ℎ
𝑛 ≈ 𝜉𝑖

𝑛, which could be approximated as 𝑒𝜆ℎ𝑛𝑘𝑖, 

where i goes from 1 to K and for a consistent method we should have 𝜌′(1) = 𝜎(1) where 𝑘1 = 1. 

 

So, now, as per this so, for this would be stable if |𝜉𝑖| < 1 for i not equals to 1 and it would be 

unstable straight away if |𝜉𝑖| > 1 for some i if there is a multiple root of 𝜌(𝜉𝑖) = 0. Now, this 

would be weakly stable for 𝜉𝑖 are simple and if more than one of these roots have modulus unity 

and it would be absolutely stable if |𝜉𝑖ℎ| ≤ 1, λ<0.  

(Refer Slide Time: 04:13) 

457



 

And relatively stable for if |𝜉𝑖ℎ| ≤ |𝜉1ℎ|, for λ>0, but i goes from 2 to K. Now it stable in the 

interval also is absolutely is this. So, this is how the multi-step system would behave. Now, we 

look at quickly the system of differential equations. So, this is like you have  

𝑑𝑦

𝑑𝑥
= 𝑓(𝑥, 𝑦1, … , 𝑦𝑚) 

and𝑦(0) = η where this is a system of equations and where  

𝑦 = [𝑦1  𝑦2       𝑦𝑚]𝑇 

η = [η1  η2       η𝑚]𝑇 

Another single step and multi-step method developed already that we have discussed or developed, 

they can be directly written for the system also the system of equation.  
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So, now, we can write the Taylor series method. So, which if we write that we can write that  

𝑦𝑛+1 = 𝑦𝑛 + ℎ𝑦′𝑛 +
ℎ2

2!
𝑦′′𝑛 + ⋯

ℎ𝑝

𝑝!
𝑦(𝑝)

𝑛
 

where n goes from 0 to (N – 1) and  

𝑦𝑛
(𝑘) = [𝑦1,𝑛

(𝑘)       𝑦𝑚,𝑛
(𝑘)]

𝑇
 

Now the second order RK method or RK 2, so, which we can write 

𝑦𝑛+1 = 𝑦𝑛 +
1

2
[𝐾1 + 𝐾2] 

n goes from 0 to (N – 1) and 

𝐾𝑗 = [𝐾1𝑗   𝐾2𝑗       𝐾𝑚𝑗]
𝑇
 

j goes from 1, 2. And  

𝐾𝑖1 = ℎ𝑓𝑖(𝑥𝑛, 𝑦1,𝑛, 𝑦2,𝑛, … 𝑦𝑚,𝑛) 

And 

𝐾𝑖2 = ℎ𝑓𝑖(𝑥𝑛+ℎ, 𝑦1,𝑛 + 𝐾11, 𝑦2,𝑛 + 𝐾21, … 𝑦𝑚,𝑛 + 𝐾𝑚1) 

where i goes to 1, 2 to m.  
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Similarly, one can have RK 4 or fourth order. So, in fourth order similar way you can write  

𝑦𝑛+1 = 𝑦𝑛 +
1

6
[𝐾1 + 2𝐾2 + 2𝐾3 + 𝐾4] 

n goes from 0 to (N – 1) and 

𝐾𝑗 = [𝐾1𝑗   𝐾2𝑗       𝐾𝑚𝑗]
𝑇
 

j goes 1, 2, 3, 4 this is fourth order so, goes like that. So,  

𝐾𝑖1 = ℎ𝑓𝑖(𝑥𝑛, 𝑦1,𝑛, 𝑦2,𝑛, … 𝑦𝑚,𝑛) 

and  

𝐾𝑖2 = ℎ𝑓𝑖 (𝑥𝑛 +
ℎ

2
, 𝑦1,𝑛 +

𝐾11

2
, 𝑦2,𝑛 +

𝐾21

2
, … 𝑦𝑚,𝑛 +

𝐾𝑚1

2
) 

𝐾𝑖3 = ℎ𝑓𝑖 (𝑥𝑛 +
ℎ

2
, 𝑦1,𝑛 +

𝐾12

2
, 𝑦2,𝑛 +

𝐾22

2
, … 𝑦𝑚,𝑛 +

𝐾𝑚2

2
) 

And  

𝐾𝑖4 = ℎ𝑓𝑖(𝑥𝑛 + ℎ, 𝑦1,𝑛 + 𝐾13, 𝑦2,𝑛 + 𝐾23, … 𝑦𝑚,𝑛 + 𝐾𝑚3) 

where i is 1 to m. So, this is what you can get for the system of differential equations.  
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.  

Similarly, whatever we have discussed now also the system of equation the stability is important. 

Now, the stability of this equation would be here we can write 

𝑑𝑦

𝑑𝑥
= 𝐴𝑦 

and A is assumed to the constant matrix with distinct values of 𝜆𝑖. So, we had the initial condition 

of 𝑦(0) = η. Now we can have the solution of  

𝑦(𝑥) = exp (𝐴𝑥) η 

exp(𝐴𝑥) =  𝐼 + 𝐴𝑥 +
(𝐴𝑥)2

2!
+ ⋯ 

I is the unit identity matrix or unit matrix.  

 

So, the transformation which we have y = PZ, where P is 𝑚 × 𝑚 non-singular matrix, which is 

formed by the Eigen vectors corresponding to 𝜆1, 𝜆2, 𝜆3, … 𝜆𝑚.  

(Refer Slide Time: 11:01) 
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So, if we apply Taylor series what do we get that  

𝑣𝑛+1 = 𝐸(𝐷ℎ)𝑣𝑛 

So, this in the approximation to exponential Dh and the matrix 𝐸(𝐷ℎ) is also a diagonal matrix 

each of its diagonal elements is like 𝐸𝑠(𝜆𝑠ℎ). So, where s goes from 1 to m is an approximation to 

the diagonal element of exponential (𝜆𝑠ℎ). Now, we can have important result that stability 

analysis for the Taylor series method.  

 

So, the scalar equation which we have now is 𝑦′ = 𝜆𝑠𝑦 and 𝜆𝑠 goes from s = 1 to m of the these 

are the Eigen values of A. So, this would be absolutely stable the system |𝐸𝑠(𝜆𝑠ℎ)|, which will be 

less than 1 for s = 1 to m, where real of lambda s is always less than 0. So, the multi-step method 

now, basically we can write in general the multi-step method like  

𝑦𝑛+1 = ∑ 𝑎𝑚𝑦𝑛−𝑚+1

𝑘

𝑚=1

+ ℎ ∑ 𝑏𝑚𝑓𝑛−𝑚+1

𝑘

𝑚=0

 

and 𝑎𝑚 and 𝑏𝑚 have the same values as in the case of this earlier discussion. So, also the stability 

method applies to this kind of system.  
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Now, we will talk about some boundary value problem and one of the very important methods to 

handle the boundary value problem is called a shooting method. So, let us say if you have an non-

homogeneous equation like  

−𝑦′′ + 𝑝(𝑥)𝑦′ + 𝑞(𝑥)𝑦 = 𝑟(𝑥) 

which is defined in this and this is subjected to some boundary conditions, then this boundary 

value problem can be solved using the shooting method.  

 

So, this boundary value problem it can be also solved as a 2 non-homogeneous initial value 

problem like  

−𝜙1
′′ + 𝑝(𝑥)𝜙1

′ + 𝑞(𝑥)𝜙1 = 𝑟(𝑥) 

and 

−𝜙2
′′ + 𝑝(𝑥)𝜙2

′ + 𝑞(𝑥)𝜙2 = 𝑟(𝑥) 

So, then for the switchable initial conditions at x = a. Now, we write the general solution of the 

boundary value problem in the form like  

𝑦(𝑥) = λ𝜙1(𝑥) + (1 − λ)𝜙2(𝑥) 

So, and determine lambda so, that the boundary condition and the other end that is so, we can 

determine lambda such that x = b is satisfied. So, we solved the initial value problem given here.  

(Refer Slide Time: 15:03) 
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So, now, we first applied a boundary condition of first kind. So, what is that 𝜙1(𝑎) = 𝛾1, 𝜙1′(𝑎) =

𝛾1, 𝜙2(𝑎) = 1, 𝜙2′(𝑎) = 𝛾1.  

(Refer Slide Time: 16:10) 

 

So, we can write them like write the system like  

𝑦′(𝑏) = 𝛾2 = 𝜆𝜙1
′ (𝑏) + (1 − 𝜆)𝜙2

′ (𝑏) 

from where  

𝜆 =
𝛾2 − 𝜙2

′ (𝑏)

𝜙1
′ (𝑏) − 𝜙2

′ (𝑏)
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for 𝜙1
′ (𝑏) ≠ 𝜙2

′ (𝑏). And we apply the boundary condition of third kind. So, what we get 𝜙1(𝑎) =

0, 𝜙1
′ (𝑎) = −

𝛾1

𝑎1
, 𝜙2(𝑎) = 1, 𝜙2

′(𝑎)
=

(𝑎0−𝛾1)

𝑎1
. What do we get  

𝑦(𝑏) = 𝜆(𝑏) + (1 − 𝜆) 𝜙1
′ (𝑏) 

And 

𝑦′(𝑏) = 𝜆𝜙2
′ (𝑏) + (1 − 𝜆) 𝜙2

′ (𝑏) 

So, if we substitute this second the condition like 

𝑏0𝑦(𝑏) + 𝑏1𝑦′(𝑏) = 𝛾2 

(Refer Slide Time: 17:38) 

 

Then what we get is that 𝛾2. So, which gives the 𝜆 as shown on the screen. So, this is one of the 

ways that one can solve in essentially the initial boundary value problem by shooting method.  

 

Now, we can look at some nonlinear second order differential equation. Let us say which are given 

as like 𝑦′′ = 𝑓(𝑥, 𝑦, 𝑦′) between 𝑎 < 𝑥 < 𝑏. So, these are subjected to some boundary conditions 

and since the equation is nonlinear, we cannot write the solutions what is been already discussed. 

So, depending on the boundary condition, we can proceed like some like as follows like if you 

have the boundary condition of first kind.  

 

Then we say 𝑦(𝑎) = 𝛾1 and 𝑦(𝑏) = 𝛾2 and we assume 𝑦′(𝑎) = 𝑠 and solve the initial value 

problem like 𝑦′′ = 𝑓(𝑥, 𝑦, 𝑦′) with 𝑦(𝑎) = 𝛾1 and 𝑦′(𝑎) = 𝑠 up to x = b using any numerical 

method.  
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And then the solution of the initial value problem should satisfy the boundary condition at x = b 

which would be like  

𝜙(𝑠) = 𝑦(𝑏, 𝑠) − 𝛾2 

So that we can find s such that 𝜙(𝑠) = 0. Now, secondly, we can have boundary condition of 

second kind, which is like we have 𝑦′(𝑎) = 𝛾1 and 𝑦′(𝑏) = 𝛾2. So, we assume 𝑦(𝑎) = 𝑠 and we 

solve the initial value problem where 𝑦(𝑎) = 𝑠, 𝑦′(𝑎) = 𝛾1. So, this would be solved up to x = b 

and with using the methods that we have already discussed then at x = b it should satisfy that 

𝜙(𝑠) = 𝑦′(𝑏, 𝑠) − 𝛾2 

and hence the problem is to find s such that 𝜙(𝑠) = 0.  

(Refer Slide Time: 21:04) 
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Similarly, if you put boundary condition of third kind, then you get  

𝑎0𝑦(𝑎) − 𝑎1𝑦′(𝑎) = 𝛾1 

𝑏0𝑦(𝑏) + 𝑏1𝑦′(𝑏) = 𝛾2 

So, here we assume the value of 𝑦(𝑎) or 𝑦′(𝑎) let us say we assume 𝑦′(𝑎) = 𝑠 then, we get  

𝑎0𝑦(𝑎) − 𝑎1𝑦′(𝑎) = 𝛾1 

where we get  

𝑦(𝑎) =
(𝑎1𝑠 + 𝛾1)

𝑎0
 

Now, we solve the initial value problem, which is  

𝑦′′ = 𝑓(𝑥, 𝑦, 𝑦′) 

and  

𝑦(𝑎) =
(𝑎1𝑠 + 𝛾1)

𝑎0
 

𝑦′(𝑎) = 𝑠 

 

So, this would be solved up to x = b to be it should satisfy that  

𝜙(𝑠) = 𝑏0𝑦(𝑏, 𝑠) + 𝑏1𝑦′(𝑏, 𝑠) − 𝛾2 

So, here the problem is to find 𝜙(𝑠) = 0. So, the function 𝜙(𝑠) is a nonlinear function and we 

solve for the equation all these different boundary conditions that we have given that the function 

is given that 𝜙(𝑠) is solve for this with the different iterative method and find out that so, that we 

can find the solution to this equation.  
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One of quick such method is the secant method where the iteration is done to solve 𝜙(𝑠) = 0. So, 

we go back to our initial discussion when we are talking about different iterative method to solve 

a linear equation. These are 2 initial approximations to s to solve the initial value problem which 

we have already discussed.  

 

And so, that we to guess values of this and keep iterating until we get 

|𝜙(𝑠(𝑘+1))| < (𝑒𝑟𝑟𝑜𝑟 𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒) 

that is provided wise. Similarly, one can look the Newton Raphson method for this. So, we are 

solving here again 𝜙(𝑠) = 0. So, this is to just to solve that nonlinear function 𝜙(𝑠) = 0, how we 

can solve them. So, here we can write  

𝑠(𝑘+1) = 𝑠(𝑘) −
𝜙(𝑠(𝑘))

𝜙′(𝑠(𝑘))
 

where K goes from 0, 1 like that.  

(Refer Slide Time: 24:38) 

468



 

So, this is where 𝑠(0) is some initial approximation to S. So, to determine 𝜙′(𝑠(𝑘)) we can proceed 

like let us say  

𝑦𝑠 = 𝑦(𝑥, 𝑠) 

So 

𝑦𝑠′ = 𝑦′(𝑥, 𝑠) 

𝑦𝑠′′ = 𝑦′′(𝑥, 𝑠) 

So, you can write  

𝑦𝑠′′ = 𝑓(𝑥, 𝑦𝑠, 𝑦𝑠′) 

So,  

𝑦𝑠(𝑎) =
(𝑎1𝑠 + 𝛾1)

𝑎0
 

So, if we take the partial derivative, what finally we will get. 
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 Let  

𝑣 =
𝜕𝑦𝑠

𝜕𝑥
 

by then what we get is that 

𝑣′ =
𝜕𝑣

𝜕𝑥
=

𝜕

𝜕𝑠
(𝑦𝑠′) 

𝑣′′ =
𝜕𝑣′

𝜕𝑥
=

𝜕

𝜕𝑠
(𝑦𝑠′′) 

So, the differential equation which is given is the first variation equation and it can be solved step 

by step and can be solved together also as a single system. 

 

So, now at x = b what you have  

𝜕𝜙

𝜕𝑠
= 𝑏0

𝜕𝑦𝑠

𝜕𝑠
+ 𝑏1

𝜕𝑦𝑠′

𝜕𝑠
= 𝑏0𝑣(𝑏) + 𝑏1𝑣′(𝑏) 

We have the values of 𝜙′(𝑠(𝑘)) and which can be used. So, if the boundary condition of the first 

contour is given then we have 𝑎0 = 1, 𝑎1 = 0 and 𝑏0 = 1 𝑏1 = 0. So, we get  

𝜙(𝑠) = 𝑦𝑠(𝑏) = 𝛾1 
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And initial conditions on v becomes 𝑣(𝑎) = 0 and 𝑣′(𝑎) = 1. So, we have  

𝑑𝜙

𝑑𝑠
= 𝑣(𝑏) 

So, this is what we finally have. So, you can see how the nonlinear system also can be solved with 

the different kind of iterative procedure. So, that pretty much talks about to like different ordinary 

kind of different ordinary differential equation that you have and that you can solve. So, we started 

with the simple methods then we looked at the multi-step method.  

 

And then we looked at the convergence and different stability criteria. Also, we have looked at 

different variants of methods like first order method or second order method such that so, and 

depending on and most of the time we talked about or restricted the discussion on generic system, 

so that for a particular value you can pick and you can have a particular order of method. So, that 

pretty much talks about the ODE and we will stop it here and just quickly go over some of the 

issues of the partial differential equation in next session.  
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