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Ok so, welcome to the lecture of this Finite Volume Method and what we are discussing

is that the properties of linear system like the metric system. So, we have discussed so far

the basic properties of the matrix then, we looked at the norm and then the error. So,

while doing the error, we have stopped in the last lecture by calculating the forward and

backward error. 
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So, now, if you move ahead and see that we lastly took an example of 2 by 2 system and

that  was a matrix this  is  where we actually  stopped, but before moving ahead just  I

would like to recall what has been discussed. So, two systems ABC 0 def 0 then you

consider the floating point calculation of a dot B and you get the another 2 by 2 system

like this.

And since this all the epsilons which are consider 1 2 3 4 5 all this epsilons are a small

number. So, you recast this particular system in or rather split into two different matrices,

A B into 1 plus epsilon into 1 plus epsilon 4. So, essentially what you are taking is that

you take from the first component you split a and d into this, this is how it goes second

component you take B 1 plus epsilon into epsilon 4 this one comes here other component

like E 1 plus epsilon 2 epsilon 4 comes here then, 0 remains here then the first matrix

written C 1 plus 5 and the last one is f. So, in a compact notation if you write it is a

floating point calculation of A dot B is a plus epsilon A or E A E B these are essentially

the representation of the errors.

So, the backward errors rather which satisfy the condition the magnitude of E A less than

equals to the smaller number and this is the order magnitude of E B is this number less

than equals to with this is the order. So, this is where we stopped with the forward and

backward error calculation. Now we will try to see when so, slowly one having said all

this information about norms errors and all these things we are slowly moving towards

the system, which allows us  to  get  an solution  for a  linear  system through different



approach so for example, when we will be talking about this linear approaches or the

linear system solver for this matrix, whether it is a direct or iterative approaches.

So, one of the approach is be the Gaussian elimination process when, you try to find out

the solution for A phi equals to b one very common approach is to get the Gaussian

elimination and while solving through gauss elimination like A x equals to b, we see that

bound on that error norm would be like this A x plus computed plus e x. So, this should

be bounded for this calculation. So, this is quite harder to find than the bounce on E A e

b, such that this holds exactly this particular property A plus E A which is the backward

error into x computed b plus epsilon b. So, one please note here that in many instances

the backward errors, which are shown here backward errors are more meaningful than

forwarded errors.

If initial data is accurate to certain digit or let us say 4 5 digits for example, then the

algorithm for computing x needs not have 10 digits of accuracy. A backward error of

order 10 to the power minus 4 could be acceptable.
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So,  this  is  an  very very  important  note  one  needs  to  keep in  mind.  Now, these  are

something  which  one  can  show  so,  some  more  additional  notes  for  floating  point

arithmetic.  So,  the  some  additional  notes  what  it  says  that  for  the  floating  point

arithmetic is that, in most of the computing system these are the real numbers which are

actually represented in two parts one. So, this is where slowly we are moving towards the

hand  shaking  between  our  hardware  precision  or  the  machine  precision  with  our

calculation. So, any real numbers are represented in two parts one called mantissa and

the other called exponent.

So, if the representation is in the base beta then x is written as plus minus dot d 1 d 2 d 3

d m small meter to the power beta, where this dot product of or after decibel d 1 d 2 d 3 d

m is a faction in the base b representation, this should be you can be able to appreciate

this once we move ahead and see some example how you represent this mantissa and

exponent component. Now epsilon is an integer which could be positive negative or 0.

So, epsilon here would be anything plus, minus or 0 it can be anything. So, another thing

is that the form is normalised in that where d 1 is not 0.
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So,  as  I  said  we will  pick  some example  to  look at  the  previous  calculation  or  the

previous expression of mantissa and exponent for floating point arithmetic, now this is in

terms of base 10 the number is 1000 dot 1 2 3 4 5, which can be written as point o point

or 0.100012345, base 10 to the power 10 to the power 4. Ok, now similarly 0.000812345

can be written as 0.812345, base 10 to the power minus 3 ok. So, it is just this is I mean

again those who are I mean any school going kid also know that these are two numbers

and one can write these things

But what is important here we are we are trying to correlate these things, which are

somehow thought in at the school level arithmetic calculations. How much that becomes

important, when you actually do this large scale programming and numerical algorithm

to be converted to the set of instruction for computers. So, this becomes important from

the computing point of view. Now problem lies here with the floating point arithmetic

and that is where we have to live with limited precision and what does that mean? It

means you take an example again assume that, we have only 5 digits of accuracy in the

mantissa and 2 digits for the exponent. So, excluding the sign, so now, if you look at that

the 5 digit of accuracy. So, after decimal you go d 1 d 2 d 3 d 4 d 5 this actually is this 5

digits.

And then 2 digit for the exponent you go e 1 e 2.
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Now let us try to add 1000.2 to 1.07. So, arithmetically one can do very easily like that

this is 1000.2, 1.07 this should give me 1001.27 now if you represent them through this

kind of  mantissa  and exponent  representation  1000.2  or  equals  to.1000204 and 1.07

is.1070001. So, as we said these are 5 digits, which corresponds to d 1 d 2 d 3 d 4 d 5

and these are e 1 and e 2 these are exponents similarly here d 1 d 2 d 3 d 4 d 5 epsilon 1

or e 2.

So, what is the initial task you align the decimal points, the one with smallest exponent

will be rewritten. So, its exponent matches the largest one this statement is very very

crucial  here, the one with smallest exponent will be rewritten. So, that it  is exponent

matches the largest one. So, we have to write 1.07 in such a fashion 0.000107 into 10 to

the power 4, now second task is that we add the mantissas. So, mantissa was for this case

it was 0.000107 other case.010002 and while doing this, what we have taken that the

exponent part has been constant.

So, this number also the exponent would be the 10 to the power 4 here the multiplication

now once we rewrite that number then the now it is a multiplication of 10 to the power 4.
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Once you add this mantissas, you get.1000127. So, you find out the result and result has

6 digits and can use only 5. So, we can chop the results. So, what you have got? You got

d 1 d 2 d 3 d 4 d 5 d 6. So, the digits in mantissa are 6 digits, now our precision as per the

problem description we have 5 digits of accuracy in the mantissa.

So, what it will happen even after the addition? You will get a chopped results up to 5

digits. So, d 3 d 4 d 5 and where it is getting rounded off it is rounded off.10013 again

rounded up to 5 digit, because that is the accuracy that you have and if you look at 1 2 3

4 the fifth one is rounded off because the last 6 digit is greater than 5. So, it is rounded

off to this. So, this is the rounded result. So, what you can do now, you can normalise the

result if it is required, but particularly for this example you do not need to normalise

anything. So, with rounding you can write these are my 5 digit accuracy mantissa d 4 d 5

and these are e 1 e 2. So, this should be the final results

And if you do that you have already rounded off. So, one can carry out similar exercise

with this kind of numbers, but this what happens when you rounding of the numbers at

the machine level because machine understands this kind of digits or the bits.
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Now when we say that, the machine precision now we bring back certain information

from the computing hardware point of view what is the standard i triple e norms. So, if

you have  32 bit  precision,  which  is  pretty  much  today not  available  in  most  of  the

desktop kind of computer because everything is more or less 64 bit system, which is a

single precision system.

Some laptops  still  they  are  available  with  32 bit  precision,  but  preliminary  now the

hardware has been gone to that extent where you can get 64 bit precision of the high end

precision, but what happens if you have a 32 bit precision or single precision system

? So, this is the sign of the number 23 bits are actually allocated to the mantissa and 8

bits  are allocated to the exponent,  1 bit  is allocated for the sign. So, this is how the

distribution actually takes place. So, if you just think about as an engineer what you are

doing? You are sending some comments to the computer, you are saying that hey you do

this, but computer does not understand that thing.

So,  that  is  what  you write  program.  So,  through program actually  you send that  in

instruction to the computer, the ones you send that instruction to the computer every

program could be written in some programming language, which includes the oldest one

is the Fortran then C C plus plus, Java python anything these are all called programming

language  and  programming  language  has  some  sort  of  an  handshaking  between  the



hardware. So, your programming language has some sort of an equate some compilers

and compilers actually has some hand shaking with the hardware.

So, what it does your programming language transform your set of instruction. So, you

are actually working at this level, where you have taken a PD, you are converted your

PD to the basically you converted your PD to a set of descritized equation, then you got a

linear system, then you know how to solve the linear system, then you device some set of

an series of instruction through programming language you fit that series of instruction to

the computer. Computer literally does not understand that it only understand bits. So,

those  programming  language  has  to  be  transformed  of  the  machine  understanding

language.

So, that is where your compiler actually play the mediating role and it actually transform

your set of instruction, which is written through the programming language and make it

understandable for hardware. It is just like you may not understand this language of the

machine  hardware  similarly  machine  hardware  or  the  computer  does  not  understand

when I talk about computer it is not the everything it is essential, we are talking about

pre processor or the processor of the computer, which understands only those machine

language. So, your computer compiler actually transform things in the understandable of

the hardware and the hardware understand this kind of precision level things

And where you actually carry on your arithmetic operation and feed everything back. So,

the error you have committed at this location, this will have an top up cascading as effect

at the end solution of your x and that is why we have been doing so much of discussion

and on this. So, let us come back to that single precision. So, one bit assign for the sign

of that digit, 23 bits allocated for mantissa, 8 bits allocated for exponent. So, this is in

binary the leading one in mantissa does not need to be represented one bit gained. So,

that is an hidden bit.
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So, largest exponent could be 2 to the power 7 minus 1127 or smallest one is minus 126.

So, this is the biased which, now when you go to the 64 bit precision or rather double

precision system, 1 bit again assigned for the sign, 52 bits assigned for mantissa, 11 bits

for  exponent.  So,  the  bias  is  1023.  So,  if  c  needs  to  be  stored  the  exponent  actual

exponent is 2 to the power c minus 1023. So, which in a mathematical term e plus bias is

2047 that is a use. So, the largest exponent which is possible is 1023, smallest is minus

1022 and there is one hidden bit. So, mantissa has 53 bits represented.
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So, this is how your machine understands all this information in that way. So, we can

again take an example and then look at these things. So, you take number 1 dot 0 and see



what will happen if you add half 1 by 4 and 2 to the power minus i, do not forget the

hidden bit to be accounted for. So, this is the point now hidden bit, this is the hidden bit

these are mantissa these are exponent ok. So, that is how you define. So, the conclusion

here is that floating point of 1 plus 2 to the power minus 52 not equals to 1, but floating

point 1 plus 2 to the power minus 53 should be equals to 1 that is the message.
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So, if you make plus minus this mistakes here that is going to hit you back. Now, we can

move back with our discussion in some sort of an error and sensitivity analysis for the

linear system. So, upon discussing of all these properties norm, then precision or rather

rounding of error, where it comes from and the machine level precision then we look at

the sensitivity  analysis  and error analysis  and what  you would like to look at  is  the

conditioning of the first linear system, then estimating errors for solution of the linear

system. So, though this is going to be a detailed discussion, when you look at different

kind of solvers and try to find out the solution for the linear system.
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But here would like to touch upon the error related analysis for those linear system and

then some other error analysis. So, you have a linear system like this A x equals to B. So,

we do some sort of an perturbation analysis for this linear system and how would one do

that?  You determine  the  variation  of  the  solution  x,  when  the  data  undergoes  small

variations. So, the problem is ill conditioned if small variation in data cause very large

variation in the solution. So, this is what leads to the perturbation analysis of the system.

So, let us say E be an n by n matrix and small e be an n vector. So, you perturb A into

small epsilon

So, this  should be equals to A plus epsilon E and b into b plus epsilon e.  So,  I  am

perturbing my A x equals to b to A, A plus epsilon e x b plus epsilon e, this is the perturb

system that we are looking at an; obviously, this is going to be non singular for small

enough epsilon. So, epsilon is a very small number for that this would be now solution of

x epsilon of the part of system is such that you get this system which I have written here

essentially, A epsilon E into x equals to and this solution what you get this you get for the

perturbation of amount epsilon.
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So, that is the solution for epsilon. So, now you assume the difference. So, delta here

actually represents the difference in the solution. So, when you get a perturb solution and

the actual solution. So, that is the difference which is represented to delta epsilon then,

one can write A plus epsilon E into delta epsilon equals to b plus epsilon e minus A plus

epsilon E x. So, which will be we rearrange as epsilon into small e minus e x. So, that is

what one can write and here delta epsilon is epsilon A plus epsilon E inverse into e minus

epsilon E x. So, this is where you get from. So, you got an system and from here A plus

epsilon E into delta equals to epsilon into e minus E x.

So,  you  get  an  delta  equals  to  epsilon  into  A plus  epsilon  E  to  the  power  inverse

multiplied with e minus E x. So, that is what you get. So, what you find out next is that

the x epsilon is differentiable and it is derivative is going to be x prime 0 with the limit

epsilon tends to 0, then this delta epsilon by epsilon is like that. So, whatever delta you

have obtained here, now in the limiting sense when epsilon tends to 0, this guy should

get me back A multiplied with e minus E x. So, a small variation will cause the solution

to vary roughly epsilon in to x prime 0, which is nothing, but epsilon A inverse e e minus

x

So, that is what it does and one can estimate by a small perturbation to the system how

much your final solution will vary. So, the relative variation must be such that x epsilon

minus x the magnitude of that divided by x magnitude of the original solution. So, that is

the relative variation must be less than equals to epsilon and the magnitude of A inverse

then the normalised e by x and e magnitude of e so, that is a order of. 



So, it just come from this particular expression finding the relative variation and one

condition which satisfies here is that mod b the magnitude of the b is less than equals to

mod a and mod x or the norm of that. So, I can rewrite this particular expression the

relative variation is less than equals to epsilon A, A inverse e by b E by A order of

epsilon square. So, you can see once you perturb the initial variation by epsilon how

much solution will vary and you can find out the relative variation through this. So,

thank you we will discuss or other things in the next lecture. 


