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You would find the Jacobi method still used for solving some of these classes of 

problems, because you do not really need to pass on the information as the iteration 

progress is from the neighboring nodes. 

You know one of the major problems in parallel computing is IO, input output processes. 

IO processes actually reduce the speed and sometimes it can lead to what is called as a 

latency problem. 

May be one node is done, but it is waiting for the neighboring nodes to complete that 

sequence of work and pass that information; then only you can proceed. 

Some nodes will be active and some will be inactive. This is a problem of latency that 

comes about and that is not visited upon, when you are actually using Jacobi method. 

Please do understand that it is not a historic discourse. We still have utility for methods 

like the Jacobi method. 

For the Jacobi iteration for this equation AX equal to b, we split the A into three parts. 

This is not the same as what we talked about that particular example of A1 A2 A3 matrix 

- that we have talked about. Here it is a much more of a general problem. So this A 

matrix is split into a strictly lower triangular matrix that we identify as L. 

Then we have a D matrix which is the diagonal matrix and U is the strictly upper 

triangular matrix. 

When I write L and U on the diagonal, there are no non-zero entries; those non-zero 

entries are strictly put in to the D matrix itself. 

Now we also know for the Jacobi iteration. We do that iteration where we take that new 

matrix, which replaces the original A matrix, given by the diagonal matrix itself. So N is 

equal to D. 

And we have seen that G is given by I minus N inverse A; N is D so, this is D inverse A. 

The I itself, I could write it as D inverse into D. If I do that then I can factor out D 

inverse and I get this: What is A minus D? A minus D is nothing but L plus U. 
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I could write that the modulus of error at the k th point is less than that quantity that we 

defined as theta i. 

In 48, you can see this theta i is here and that basically tells you that - I could say that – 

the error at k th level is bounded by error at the previous level times the maximum value 

of theta.  

This makes at a stronger case. If I scan through all theta and pick up the maximum, then 

this inequality will be even stronger when I replace these theta i’s by theta max - so that 

is what we have done.  

What happens is - then we can see - the convergence will be faster and the error will 

decay faster if I have this theta max itself as small as possible. 

This is what we really want; as we keep on going through this exercise of iteration, we 

want the successive error norm to keep coming down and that will be ensured if this 

theta max is less than 1. 

If theta max is less than 1, then we can see this Jacobi iteration will converge and this is 

what is called as the property of diagonal dominance. 

That means what? The diagonal entry dominates over all the half diagonal terms. Then of 

course, all the theta i’s will be less than 1, the maximum value is also less than 1 and so 

theta max is less than 1. This is what is called as a diagonal dominance condition for 

convergence of Jacobi iteration; this is shown to be sufficient and it has been also shown 

as a sufficient condition for Gauss-Seidel iteration. 
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It says, you take the (( )) diagonal entries, obtain its magnitude, sum it over, excepting of 

course the diagonal part, and if this inequality is given, then it is strictly diagonally 

dominant; so the diagonal is really over powering everything. 

Now, it may seem too much of thing to us - I mean - how often would you get to that 

kind of a scenario? 

Let us take a look at what we actually do. If you recall the A matrix that we have written 

for the Laplacian, what we found is that the A matrix had minus 4 along the diagonal, 

then we had plus 1 sub diagonal, super diagonal we had 1 - I am just talking about a 

simple case of where delta x equal to delta y kind of a problem and that is this. 

Now if you look at many problems of computing, you come across the Laplacian 

operator. And this is the corresponding expression for the A matrix for the Laplacian. 

You can see, I could just take a minus sign whole through; I could get the diagonals as 

all positive and non-diagonal terms as all negative. 

In this case, what happens if I look at it - Say some line here - Well, I have drawn it in 

such a way that I do not have all the five quantities together, but if I look at it, what I see 

is that the diagonal term in those cases where I have all the five entities becomes equal to 

- see this sign, there would be equal to sign that is what is satisfy - 4 is the sum of all the 

(( )) diagonal term; this is quite often obtained. 

In addition, if you look at some of the top lines and the bottom lines where you can 

actually find that is this is missing - so of course - this is a strictly diagonally dominant 

row in the first line. 

In the same way, the last row you can see is strictly diagonally dominant; because this 

has become 4 and this has become 2. This kind of condition, as demanded in this Stein-

Rosenberg theorem is quite often met. 

This statement that is strict inequality for sum i is required; it is very often made. And 

the last condition 3A is irreducible. 
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Whatever the residue we have, we are taking a smaller component and forcing it to 

convergence, trying to converge. Or, if we take theta between1 and 2, then we have - 

what we call as - over relaxation method. 

How in the (( )) both this type of variants are called successive over relaxation method or 

what we call as the SOR- successive over relaxation method. 

Now, why we choose the limit for theta to be between 1 and 2 for the over relaxation 

method is governed by theorem (( )) due Varga-Ostrowski which will state later 

But I cannot just resist telling you the story that when (( ))Seidel is to do this kind of 

work in Cambridge more than 100 years ago, then he use to actually used human 

operator to do this sort of calculation in a room. I may have narrated this story to you 

before, that you would make this human operator to represent node and a grid. 

And then you go through this kind of exercise what I did just now. Remember, in the 

Gauss-Seidel methods, I said first equation I use to calculate x1. And that information is 

required for the person who calculates x2; because that was due to that operator, because 

you have to take the most current value, whatever is available. 

What would happen? All these people would keep doing this and (( ))Seidel noted - that 

if you actually say - that is why the residue is maximum and in this point on residue is 

minimum. 

I would try to change, give more weightage here and less weightage there. Try to(( )) 

equalize the march towards convergence by changing it. 

Basically, (( ))even talking about this theta that we have given, capital data would be 

position dependent; someone will take more weightage, someone will take less 

weightage and this is to go on. That is how this method was (( ))worked out. 

But when you actually approach a computer, you do not do such a thing. You try to keep 

theta the same for all the fact; otherwise, it will become mind bogglingly difficult, 

because you have to work out some kind of a strategy algorithm or you relate this theta 

with node location. 
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Now what happens? You can very clearly see how theta comes into play, because by 

different values of theta, I could alter the Eigen spectrum of the G matrix. 

For this Gauss-Seidel method, we can do that. And we can obtain the gain matrix as 

given by 59. And then we can fall back up on this theorem of Ostrowski and Varga. 

And these also require something out of the A matrix that you have. The conditionality 

being that A has to be symmetric and alpha is positive - I just forgot to write that. 

And then what will happen? This gain matrix - which is now the function of the 

relaxation parameter theta, so the gain matrix - will have this Eigen spectrum. The 

maximum of the spectral radius of that G of theta would be less than 1, if this A matrix is 

positive definite, and theta is bracketed between 0 and 2. 

This is the driving observation that why capital theta has to be upper bounded up to 2 - 

this comes from this theorem. 

Now of course, once again you find that many a times that these expectations from the 

property of A matrix are not obtained. 

We need to look for other iterative methods. We do that. We try to calibrate the iterative 

methods by defining a quantifying parameter. Here we are calling it as the efficiency of 

the iterative method. 

The efficiency of the iterative method depends upon the following two sub classes: how 

much work that I have to do in each iteration? That is what we are talking about - work 

required for iteration. That has to be compounded with how many such iteration are left 

(( )) define the total work, for over all converges. And these (( )) two together should be 

minimum, that is precisely what we are aiming at. 

To understand how to calculate, this will be little beyond the scope of (( )). But it is 

shown that if I keep on doing this iteration over many steps then we can find out the 

error norm at k plus 1 th stage, when divided by the error at the k th stage almost 

becomes given by the spectral radius. 
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Now, this was the kind of scenario that people are looking at for a long time. Then came 

this new method which is called the alternative direction implicit method, ADI method. 

This is for some of you who are from chemical engineering would be happy to note that 

this was done by some people working in chemical engineering. It came out in mid 50s 

to late 50s. Peaceman-Rachford(( )) - they are the major people developing this method. 

See what really happened? Now - if you look at in a - take a historic perspective; first we 

had this point method. In a point method also we could take a Jacobi method or we could 

take a Gauss-Seidel method - we have seen that. 

Then we have seen that we could also solve it line by line. We have those line method. 

Then we have this relaxation method. So the subject is progressing. We have gone from 

point to line and then from point to line to relaxation methods. And then this idea 

occurred to some people right (( )) is the boundary value problems. So all the boundaries 

(( )) could be incorporated as quickly as possible. 

See what is happening here. Here the boundary condition is slowly percolating as I am 

going up. Suppose I do it like this, that in 1 stroke I go from bottom to top and in the next 

stroke, I go from left to right. 

Then what happens? I am going from this way to that way, I am bringing this (( )) and(( 

)) at 1 goal. This is being felt only when I almost come there. 

Now if I (( )) from left to right, this two boundary condition and this boundary condition 

would come (( )) right at one side itself. 

In this alternative direction implicit method, ADI method, the name itself suggests that it 

will switch directions alternatively. 

Once I will go from - lets say - bottom to top, next I will go from left to right, and this is 

what is the basic idea. 

Now, let us try to explain it in terms of an equation elliptic PDE, as given by this 

equation 60. And this is what is called as the elliptic PDE at self-adjoint form. Basically, 

a self-adjoin form comes the way this A and C appears in this equation. 



You can discretize this term in a manner so that the resultant matrix - you can invoke 

symmetry of that matrix. 

The role of self-adjoint form in solving elliptic PDE is quite central and we will start 

from here in the next class. 

 


