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Lecture 17 covers the following topics. We begin by the exact solutions of heat equation
and how it is solved numerically. In the context, we try to tell you the importance of
applying the boundary conditions because unlike theoretical solution methods, numerical

methods need definitive boundary conditions.
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In the context of analyzing numerical methods, we need to talk about, how the solution
behaves over large time; this brings us to the topic of asymptotic solution; this we do via
an energy analysis and we distinguish what is a physically stable and what is an unstable
solution. We need to distinguish between to these two cases. This is what is going to be a

constant theme in this course. We need to see that, discretizing physically unstable



solution is a challenge because we need to capture the physical instability, while not

allowing any numerical instability of the method.

So, that is why we are going to talk about numerical stability accuracy and the
consistency of the method. In the context of the heat equation, we will begin in the same
historic manner in which the subject has developed by introducing - forward in time
centered in space scheme or the FTCS scheme. For this FTCS scheme, using our spectral
analysis, we will obtain an estimate for the numerical amplification factor, which is
going to be a function of spacial and time steps given in terms of a number which we
will call as the Peclet number. We will figure out what a critical value of Peclet number
is for a particular numerical method. For the FTCS method, we will identify a specific
range of Peclet numbers, over which solutions will have different types of qualitative

behavior.

Having discussed about FTCS method, we will show that, at times, if we are little more
restrictive in terms of spacial and tempered discretization, we can get higher accuracy
and one such method is due to Milne; we will talk about it. This will be followed by our
discussion of handling boundary conditions which are not given in terms of the function
value, but in terms of its derivative. So, these are called the Neumann boundary
condition. So, we will talk about the Neumann boundary condition and how they are use

using ghost boundary concepts.

Since we have realized that, accuracy is one of our requirements, we will also follow an
attempt - a failed attempt by Richardson, which was developed to achieve higher
accuracy, but what we found people found out that this gives rise to spurious modes
because this is a 3 time level method. This spurious method actually makes the method
also unstable and we would not the suggesting that any one use Richardson method.

This will be followed by another variation of a higher order approach which was
suggested by Du Fort and Frankel. We will notice that, if we are not careful in choosing
delta x and delta t, we may actually end up having inconsistency problem; that means,
although we are solving a parabolic partial differential equation, numerically it would

behave like hyperbolic differential equation.



Direct specifically on purpose for a finite domain x non-dimensionalise so that it lies
between 0 and 1. You start off with some initial condition that t equal to O; that is given

in the second line. Then you study the evolution of the solution with space and time.

(Refer Slide Time: 05:00)

Theorertical Analysis of Heat Equation

‘_ # Consider the one-dimensional heat equation:

d_dn p<a<l&T>0 (1)

# Solution of this requires an initial condition:
uae. £=0)= flu) for 0 <o <1 (2a)
» Also, one would require boundary conditions, that could
be given by the following Dirichlet condition:
w(0.F) = plt) and u(l.t) = q(t) (2b)
» This is a Parabolic PDE with the characteristic:
t = constant

#» One would like to investigate, what the theoretical
solution does at/ — x?

However, because you have a finite domain, there is a possibility that you could apply
some input through those boundaries, which we will call as boundary conditions; they
are fixed excess at 0 and 1. However, those conditions could be time dependent. So,

there is a possibility that you could do that.
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I probably did not amplify boundary conditions that we usually talk about; they are
classified into three categories: one is called the Dirichlet condition, then we have

Neumann condition, and third is the Mixed or Robin’s boundary condition.

(Refer Slide Time: 06:15)

Theorertical Analysis of Heat Equation

r » Consider the one-dimensional heat equation:

n _ o 20 & 1S
"—l'l'_‘—“—'_‘ inhLa<&1>0 (1)

# Solution of this requires an initial condition:
ww. t=0)= fle) for 0 < <1 (2a)

» Also. one would require boundary conditions, that could
be given by the following Dirichlet condition:
w(0.1) = plt) and u(Ll.t) = (t) (2b)

# This is a Parabolic PDE with the characteristic:
1 = constant

# One would like to investigate, what the theoretical
solution does att — x?
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If you give a function, value of the function itself at the boundaries is what you call as
Dirichlet condition. So, what you are seeing here is an example of Dirichlet condition.

You are prescribing the solution u at the two ends. This we studied that, it is a parabolic



PDE with t equal to constant as the characteristic - single characteristic; it is not plural

you just have only one.

You want to study this problem. Before you study it computationally, you would like to
investigate what is the attribute of this solution in a theoretical frame work. For example,
if we go to very large time, what happens to this solution? Does this solution exist? Does

it remain unique? Is it bounded? - All these mathematical questions crap up in our mind.

So, to study that aspect, what we did? We defined a functional which I called as u square
by 2. If u is the temperature, u square by 2 does not mean anything, but if u is some kind
of a velocity, then this has a connotation of energy. That is why | said energy, but please
do understand with in quotes - this is an energy; in that sense, if u is the temperature,
then by no means | will called that as physical energy, but still the main property of this

function is that, it is not negative.

(Refer Slide Time: 07:45)

Asymptotic Energy Analysis

‘ # Forthe solution u(..t). construct a non-negative energy
functional:
E(t)= Iul 112"2 il (3)

# The time-rate of this energy functional can be written
as,

o

= (1) U Lo t) — plt) e (O1) 7]‘1

u (4)

#» Various sub-cases can be considered:

» Ifp(t) = y(t) = 0, then we do not have any input o the
system through boundary condition and,
dE . .
‘ Tf“/.. o e <0 (5)

If 1 have a quantity which is non-negative, | want to find out how this quantity changes
with time. So, what we did was just simply differentiated it with respect to time. Then we
will get u del u and del t. Since del u and del t is equal to u x x, from the governing
equation, | can write this and then do this bit of manipulation. You get a perfect
differential in the first part minus u x square. So, | can integrate this part; that will be u u



x at 1 minus u u x at 0. So, those are those two parts of the solution and the last one is

simply minus u x square d X.

Now, we could consider various sub-cases. for example, if we do not give in any kind of
boundary input, that means this Dirichlet condition we talked about at 0, then you can
see, first two parts disappear, leaving behind this time rate minus of u x square. Once
again, because of the negative sign and this being a square, you appreciate that this dE by
dt is negative - non positive; it could be 0 also. So, it actually means that, we start off
with a quantity which itself is positive, but which is decaying with time. So, what
happens then? That is an attribute of what | called as a physically stable system. In a
physically stable system, what happens that as time progresses, nothing goes unbounded.

So, here is an example where we started with the finite energy E and then that kept on
decreasing time. This is quite understandable because if | take this example as a heat in a
rod, then what we are doing at t equal to 0? We are providing some kind of a temperature

distribution and then we are seeing what is happening with it as time progresses.
What do we expect to happen?

It will slowly conduct and convict heat away and temperature would come down - that is
what we expect. So, that is an attribute of a physically stable system; this E would keep

on decaying.

(Refer Slide Time: 10:01)

Asymptotic Energy Analysis (cont.)

‘ » The’energy’ of the system decays with time - a
physically stable system. One should be able to
compute it indefinitely.

!
» If % > 1), then we have a physically unstable system.

This cannot be computed for long time.

» Numerical Stability Requirement: Computed ‘energy’ of a
physically stable system must remain bounded.

» Other numerical requirements:

]

(i) Accuracy and

» (ii) Consistency




Then, if I am doing my computation quite all right, then one of the big principles that we
must satisfy is that, we should be able to compute it for indefinite period of time. We will

have this quantity E blowing up on our face.

However, in some physical unstable system, you can see that this quantity dE by dt can
be positive; how can it be positive? That clue is given in the previous slide. You can see
here that, if | produce some kind of a heat addition through these two terms, | can make
this quantity either 0 or plus. So, it is very simple. If | take once again, an example of a
rod, if 1 keep on adding heat from both the sides, then the temperature will grow. If the
temperature grows, then this dE by dt can keep on increasing. So, that is what we meant

by a physically unstable system.

However, there is a kind of an inherent danger here. If unstable system really goes
unbounded, computationally we would not be able to follow unbounded numbers
because all computing is done with finite precession, finite ability to represent numbers.
So, that is why | added the sentence that, this cannot be computed for very large times.

This is the sort of a description of the physical stability and instability of the system.
Now, we have to compare this physical property with what you are doing numerically.

So, if | have a physically stable system, my numerical system should also be stable. It
should not block; we are not following the physics of the problem. So, that is what I said
that the computed energy of a physically stable system must remain bounded; if it does
go unbounded, then we are much sure that there is something wrong with the numerical

method.

We also would like to see, if the solution is decaying at a particular rate. So, there is a
given temperature distribution. | should be able to also calculate it quite accurately. It is
not necessary that | will say | have started with this initial solution. Finally, 1 know
temperature will be 0 everywhere. So, let me rush through and get to that solution. Then
what will happen? The solution at the intermediate stages will not be accurate. So, time

accuracy is the attribute of a good numerical solution.



The last one that | mentioned here is called consistency. We will see what we mean by
consistency. The solution has some physical property. | would like to represent it

numerically; in a sense that, it does not value those physical principles.

Suppose, as | explained here, the dE by dt is negative, then what does it mean? The
energy will slowly come down. It does not say that energy should keep oscillating up and
down. But if my numerical solutions shows that kind of an attribute, then I am perhaps
not solving the correct set of equation by correct method; may be the equation is correct,
but the method is faulty because I am not consistent to what | see physically. So, that

issue we will be talking about; may be today itself. I will give a concrete example.

(Refer Slide Time: 13:52)

Some Classical Algorithms

» Forward-in-Time and Centered-in-Space (FTCS)
scheme for heat equation (u; = u,, ) :
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» Define the Peclet number: /¢ = &+ and use the spectral
representation of the unknown as,
(e, 4)= [7(k, 136t K5k

» One can define the amplification factor as:

. (k1AL
G(kh. Pe) = (U

» From the difference equation one gets,
Ulh.t + M) —Uth. t)=Pe [¢*h —2 4+ = * Uk t)
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Let us now go through this. This is something which we are familiar. We are solving this
equation u t equal to u x x; then, the time derivative here; we are doing it by Euler time
integration; that is what we meant by forward in time. So, we are at jth time level; we are
trying to find out the solution at j plus 1th level; that is where, this forward in time phrase

comes in.

The second derivative u x x has been derived here, also by a central scheme. So, that is
why we have this acronym called FTCS standing for Forward-in-Time Centered-in-
Space. If you compare this with the 1D wave equation that we have been looking at for

so long, this method was unstable, but here what happens? Let us try to see.



Now, | have written down the leading truncation error term in time discretization; that is
proportional to the second derivative and it is also proportional to the time step. So, this
is basically a first order, accurate in time; this is the part, which we had quite a bit of
discussion. In terms of h, I will say it is a second order; in terms of the order of the

polynomial, I will say it is a third order.

Let us try to now analyze this. So, numerically what we do? We drop out all these
truncation error terms; we write this term is equal to this term; then | would have
quantity called k 1 by h square; that is like your delta t by delta x square and this has a
name called the Peclet number. So, we call this as a Peclet number which defines the
ratio of the time step by the space step squared.

Now, let us follow our spectral representation of the unknown. So, what would I do is - |
express the x variation in terms of the corresponding wave number to avoid confusion;
that is why | wrote here k 1; so, you understand k 1 refers to delta t; k is the wave

number.

Now, as before, we can also define an amplification factor which will be this Fourier
Laplace amplitude evaluated at the advance time divided by the same value at the prior
time step. Now, if | take this representation and plug it in there, then from here, | will get
u of k t plus delta t j plus 1 will give me t plus delta t; u i j here will give me U k t and
this k 1 has gone up stairs and divided by h square gives you the Peclet number. What |
have here - u i plus 1, | could write it as e to the power i k h times U of k t; that we have
done in the last few classes; you know how to handle that. 2 u i j is nothing but simply 2

into U k tand u minus 1 j will be e to the power minusi kh Uk t.

So, having obtained this difference equation in the k t space, | could divide both side U
of k t. If I do that, then what do | get?



(Refer Slide Time: 17:51)

This one here, this divided by U k t will give me G; then | will have minus 1. In the right
hand side, | will have the Peclet number. What about this? (Refer Slide Time: 17:48) e to
the power i k h plus e to the power minus i k h will give me 2 cos k h minus 2; that is

what we have.

So, what | am getting here then G of this algorithm which I called as FTCS would be
equal to 1 plus, what about this? I could take 2 out; | could also write 1 minus cos minus
2 sin square; so, | could write here with a minus sign; | will write it here as 4 P e Sin

square k h by 2.

So, that is precisely written as equation 7.



(Refer Slide Time: 18:44)

FTCS Algorithm

‘ » The amplification factor is therefore given by.
Gkl Pe) =14 P ~/u"‘i%] (7)
# As [ > 1), therefare ¢ < 1, i.e., the solution will not
grow monotonically.

# (A If0 < ¢ < 1, then the solution will decay
monotonically.

» (B):If—1 < & < 0, then the solution will decay in
oscillatory fashion.

# (C): If ¢ < —1, then the solution will grow with time —
We have INSTABILITY!

#» Toachieve (A) we must have Pt < |/L

» Toachieve (A) and (B) simultaneously, we must have:
‘ Pe <172,

Now, what do we want numerically? Numerically, we do not want G to be greater than 1.
If G is greater than 1, then it is numerically unstable method; so, we cannot afford to
have that. That part - G value exceeding 1 is out of question because you can see, it is 1
minus 4 times this. So, this is a positive quantity 1 minus 4. So, the whole quantity has to
less than 1. So, Peclet number is positive; it is a time step by space state square; so, it is
positive; so, the solution will not grow monotonically. What does it mean? If G is greater
than 1, then every time it keeps on growing retaining the same time. So, that is what 1
mean by monotonic growth. So, if | have Peclet number, as Peclet number is positive,
this is assured if G is less than plus 1.

However, if | have the value of G lying between 0 and 1, then what will happen? Then
the solution will not grow and it will slowly come down retaining the same sign because

G has a plus sign. So, you should see the solution decaying monotonically.



(Refer Slide Time: 20:14)

However, if | try to plot G versus k h, we have seen the upper bound is plus 1. So, that is
always satisfied. Now, if g is between 0 and 1, I could have some solution like this
(Refer Slide Time: 20:33).

So, what are we doing? We are fixing some value of Peclet number and then we are
plotting G versus k h; this can happen. For small values of k h, what happens? When k h
goes to 0, this part goes to 0 and you get 1. That is why we start from 1, as k h keeps
increasing, slowly comes down and you can see there would be a limiting value of k h
for which 1 minus 4 is going to be 0. So, you can locate what is the k h for which the G
is 0.

So, if I have my G bracketed in between this (Refer Slide Time: 21:20 to 21:50), then the
solution will monotonically decay, but then, we are seeing that, for higher values of k h,
it takes a negative value. So, it is this condition that we have talked about here that |
could have a situation where g is less than 0, but bounded on the bottom side by minus 1.
So, this is my minus 1. So, I could just simply come up like this. So, in this range, what
happens? Solutions still decay because G is less than 1 modulus; but what happens?
Every time you do that, you multiply by G. So, you switch sign; so, that is what | said,
that you will have a solution that will decay, but in an oscillatory fashion.



Now, this figure shows the possibility that I could go below minus 1 also. If | do that,
what happens? That means numerical instability. Please do not confuse it with physical
instability. We are talking about physically stable system and we are looking at the
property of the numerical method. So, these are the possibilities determined by the value
of G.

(Refer Slide Time: 18:44)

FTCS Algorithm

‘ » The amplification factor is therefore given by,
G(kh. Pe)=1—1 P ~/u“’i}'.—_fi) (7)
# As I > ), therefare ¢ < 1, i e, the solution will not
grow monotonically.

# (A):If 0 < ¢ < 1, then the solution will decay
monotonically.

» (B):If—1 < G < 0, then the solution will decay in
oscillatory fashion.

# (C): If &< —1, then the solution will grow with time —
We have INSTABILITY!

» Toachieve (A) we must have Pr < |/

» Toachieve (A) and (B) simultaneously, we must have:

Pue1/2.

So, C is the case is what we do not like to happen, where solution actually blows up.

Now, as you can see, this sin square k h by 2 at the most can be 1. So, if | want to
achieve this condition, G should lie between 0 and 1. This is assured only up to where it
becomes equal to 0. As | showed you, it would happen if you keep your Peclet number
less than one-fourth; if you do that you are assured. So, this is sort of a limit prescribed
to you to keep your calculations stable. So, to solve, use this method and solve this
equation. You should endeavor to keep this Peclet number less than one-fourth; then you

will have a solution to decay monotonically.

Now, if I also want to allow this possibility that not only there | want to go from here to
here (Refer Slide Time: 23:48). So, | start from here; so, | would like my solution to be
bounded between minus 1 and plus 1. So, that means achieving a and b simultaneously;

how can that happen?



| have to see what is the additional range of Peclet number I can allow so that | can go
and reach up to here (Refer Slide Time: 24:12). You can very clearly see that, that will
happen if | put this equal to minus 1. Then, you will see, the Peclet number should be

equal to half. So, what happens is you have the following recipe in front of you now.

We are saying that, if we keep the Peclet number less than one-fourth, then we will have
a decaying solution which will retain its sign at every time step. But if | keep my solution
- the Peclet number, between one-fourth and one-half, then solution will still decay, but it

will flip sign every time step. So, you can now understand what it does.

(Refer Slide Time: 24:58)

FTCS Algorithm (cont.)

‘* » The truncation error of FTCS scheme is given by the
leading omitted terms; 4 [Lw,, = A |
AS 11y = 11,4, the truncation error is: 5 [I,-, = ',—l i

Milne's method: Choose 1 = /i?/6 for higher af:curacy.
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Now, before I go to anything else, let me also point out one interesting aspect that if you
look at the leading truncation error term, from the time derivative, we had this term k 1
by 2 into u t t; if you look at the space discretization, that was h square by 12 into fourth

derivative.

However, what happens? u t is equal to u x x. So, I can find out u t t will be this fourth
derivative of u with respect to X. So, these two quantities are essentially same; so, | can
just take it out. Then, what | see inside? a quantity which is k 1 minus h square by 6.
What does it mean? If | choose my time step k 1 in such a way that k 1 is equal to h
square by 6, then this leading truncation error term will be 0. So, that would give you the

additional degree of freedom, where the error is further minimized.



This method was suggested by Milne. So, this is called the Milne’s Method.

Now, think of the consequence of such a requirement. What we found out? So, what is
this? This means that the Peclet number should be less than one-sixth. So, if you can
keep your Peclet number less than one-sixth, then you will not only get a solution which

will monotonically decay, but it will also give you more accurate solution.

So, this is what we do and what you could do is you realize that, G - that expression, that
we have written there (Refer Slide Time: 26:56) are functions of two parameters: one is
the Peclet number and the other one is the wave number k h non-dimensional. So, what
we could do is - we could represent the health of this method by plotting G contours in
Peclet number k h plane. What do you notice here? Though there is a line here, that is
your G equal to 0 line, anything above this line on this side are all unstable; so, they are
all less than minus 1. So, you are forbidden to go there. You can stay in this region, but
you also realize that, depending on the choice of your Peclet number means depending
on your choice of time step, you can only resolve those k h which lies below that G equal

to O line.

So, actually we should be drawing a G equal to minus 1 line; basically that is your

stability limit.

(Refer Slide Time: 27:58)

FTCS Algorithm (cont.)

r # The truncation error of FTCS scheme is given by the
leading omitted terms: ‘, [}-'J Wt — /— Hep w
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So, basically, we are saying that, if | want to represent all k h values faithfully without
incurring any instability or error then, my Peclet number should be very small because

you have seen this last line that we draw here is point 0.99.

What does it mean? It means that every time step you are computing, your solution is
decreasing by 1 percent. So, if I use this method in matter of 100 steps, you can see that |
am actually incurring so much of error. So, what you ideally want? Recall back what we

say. Ideally we always want G should be equal to 1.

So, you can see that this method - this forward-in-time centered-in-space scheme is a
quite a restrictive method. If I now go back to the stencil, how do we do it operationally?

(Refer Slide Time: 29:13)

Operationally it is like this that, I will try to get the solution in the x t plane.

Now, if | write this index as j and the next line is j plus 1, and let us calls this as i and
this is i minus 1 and this is i plusl (Refer Slide Time: 29:40 to 29:58). So, what does this
discrete equation difference equation tell us? It tells us that u i at j plus 1, that means this
point solution depends on u i j, the point just below. So, | will mark it there and these

three points are also one level below.

So, basically what you are getting is a computational molecule of this shape. so this is
how you get to solve the problem.



What is the attribute of this method? At each and every point, | can explicitly work the
value here because we already have the information at the time step. So, that is why this

method is called the explicit method.

This is a sort of a rule of term, as we will also prove and show that all explicit methods
have this kind of a restriction like what we have talked about. As we saw in that figure,
to be close to G equal to 1, we really need to keep Peclet number very very small. We are

talking about say 10 to the power minus 3, 10 to the power minus 4.

(Refer Slide Time: 31:14)
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What is Peclet number? Peclet number is basically your delta t by delta x square. So,
what happens is - suppose | take delta x as 0.01, what is delta t? This is of the order of 10
to the power minus 4. So, you can see that how much of a refined time step you will have
to adopt to be able to compute. Not only that, | mean we have to keep the Peclet number,
for accuracy reason if we adopt Milne’s method, that itself should be one-sixth. So, your
time will be further reduced.

So, this sort of restrictions keep piling up one over the other and make this method little
difficult to use.



(Refer Slide Time: 32:13)

How to treat Derivative Boundary Condition?

‘_ # Forthe heat equation, let the boundary condition given
at.r ;)n is of the type:
—=Tt) (XX)
dr
» Condition given in terms of the function is known as the
Dirichlet condition
# Derivative Boundary Condition: Neumann boundary

condition. i

I=0 !
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[
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i=1 3 x
To implement Neumann boundary condition
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Before we go any further, let us try to see what happens if we do not have Dirichlet
condition, but instead, we have the Neumann condition; that is something like a

derivative condition.

(Refer Slide Time: 32:20)
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If you recall, the problem that we are talking about, if this is my x plane, then | was
talking about a rod here. So, this is x equal to 1 and this is x equal to 0, and then we have

some kind of boundary conditions given at this end and at that end. (Refer Slide Time:



32:35). That is the problem that we are solving. So, when | say | am solving u t equal to

u X X, this could be one of the representations.

Many a times, what you could do? If it is an engineering problem, you can put it at a
constant temperature bath; you can fix the temperature. If | fix the temperature, then |
will get the Dirichlet type of condition. | am fixing the function itself. However, many a
times, what you do? You have all done thermodynamics; most of you have hopefully
done. You know that you also have this kind of conditions where you say, | will keep it

insulated; 1 would not allow any heat transfer to occur from one of them.

If 1 do that, what will happen? | will basically say something like this g is some... |
should be careful to say, this is the heat transfer rate (Refer Slide Time: 33:41). Suppose
I put this equal to 0, then | am basically giving a condition on the derivative and that is

what we are calling as Neumann condition.

So, this is quite common. For a heat transfer problem, having a Neumann condition is a

very routine state of affair. So, that is what we are saying.

For example, a heat equation we have on the left boundary. We put del u by del t is equal
to some f of t. Then, how do I solve the problem? What is the problem? The problem is

the following: let us look at the computational molecule and how we go about solving it.

(Refer Slide Time: 34:38)




So, basically what we are doing? | will talk about solution in the x t plane and this is one
of the boundaries; that is equal to x equal to 1 and this is condition x equal to 0. Then, we
have seen that, if we look at few lines - time lines and the corresponding space
discretization by lines of this kind, then we have seen that, we have a computational

molecule which is something like this.

Now, that equation we had written was this - u i j plus 1 is equal to u i j and what do we
have there? plus Peclet number into u i plus 1, j minus 2 u i j plus u i minus 1. So, this is

our strategy.

Suppose, | give you the solution at t equal to 0, then what do you do? You go to the next
line and what you see is...If a Dirichlet condition is given to us, then this is already
known to us. Then | will start using this equation (Refer Slide Time: 36:12 to 36:23)
from the second point onwards. So, you can see, applying a Dirichlet type of boundary
condition is much easier because we can then straight ahead start from here. This
solution would depend on this value, this value and the next value. Then I will come to

the next point and so on and so far I could do.

(Refer Slide Time: 32:13)

How to treat Derivative Boundary Condition?

‘* # Forthe heat equation, let the boundary condition given —
at ;)n is of the type:
— = f() (XX)
or
» Condition given in terms of the function is known as the
Dirichlet condition
# Derivative Boundary Condition: Neumann boundary

condition. ‘

—»| h [

=1 3 4 X
To implement Neumann boundary condition ]
Frmmiatios 1 Sostibe oty Paraeeiss FIES

However, we are seeing here that, here the boundary condition given on the left hand is
given in terms of a derivative. So, this solution itself is not known to us. So, what do we

do? We have been given del u del x at i equal to 1 equal to 0 and what we do since we



are doing Centre-in-space, | could also write like this. So, I will write u. So, | am trying

to evaluate the condition.

If 1 try to do a central difference, | need a point to the right and also point to the left;
point to the left does not exist physically. So, what we do is - we add a fictitious line

which | have shown here by this dotted line.

(Refer Slide Time: 37:54)

So, this dotted line that you are seeing here is what is called as the ghost boundary. So,
we add an extra line here. So, this was i equal to 1. So, | am basically introducing a line i

equal to 0; so, this is my ghost boundary.

Now, what | should be doing? The difference equation that we have - where would we
apply it from? We start applying it right from i equal to 1. Then what happens? If | apply
this, what do I get? u 1 j plus 1 should be equal to u 1 j plus Peclet number and u 2 j
minus 2 u 1 j and plus u 0 j. Now, your worry is this does not exist, but you could do this
(Refer Slide Time: 38:50). What I could do? | am trying to find it out at i equal to 1. So, I
will write it as the point to the right. So, this if it is like this, I will write it as u 2 j minus

u 0 j by 2 delta x; that is equal to 0. That is what this condition means.

That means what? This gives us some... what we have taken is not 0. Let us say, we
have taken it like f; so, let us keep it f of t. Then, what | get from this equation? then |
will be able to write u 0 j is nothing but u 2 j minus 2 f into delta x. So, | have used the



boundary condition to relate the fictitious point with some point inside. So, we can do
that. Then what | do is required here; so, | just simply use it here (Refer Slide Time:
40:08). So, what happens now, in this equation you are trying to find out the solution at
the next time step; everything is known because this u 0 is nothing but related to u 2 and

your boundary condition is also prescribed; if it is known, you can actually use it.

(Refer Slide Time: 40:32)

Implementing Neumann Boundary Condition

‘* » To implement the Neumann boundary condition (XX),
we introduce an extra -line indicated by » = ().

# Applying (D), discretization for (XX) at i = |, one gets,

Uy ,/ Ui gy _ ’/ (YY)
ZN

» With derivative b.c., apply the difference equation (6)
also at m = 1. That would involve u,, and use (YY) to

replace it by u. .

» The additional line : = (1 is called the ghost boundary.

This is what is being demonstrated here in this slide. If | have derivative boundary
condition, | call that as the Neumann boundary condition and | used up that boundary

condition writing this equation what | have written here asy y.

So, with the derivative boundary condition, you start applying the difference equation
from the first point in the physical boundary because that is where you do not even know
the solution. You know the derivative condition; so, you need to know the temperature
there also. That is what we do and we end up getting what we called as the ghost
boundary. So, this is something that we need to know; how to handle derivative

boundary conditions.

Now, we made the comment that, FTCS method is restrictive in terms of allow you time
steps, in terms of accuracy. So, various people were the vanguard of this development of
this subject; one of them was Lewis Fry Richardson from Cambridge and he was so very
optimistic about the future of this subject that he wrote a book in | think 1904 or 1903



saying, how weather will be predictable very soon. So, he wrote a book then and there;
he was actually looking at this problem and he said — look, we have a problem for the
FTCS method in terms of accuracy. So, if we increase the order of the method, there is a
chance that will have a better accuracy.

(Refer Slide Time: 42:24)

Higher Order Method: Richardson’s Scheme

‘ # To solve the heat equation, Richardson suggested
second order method for temporal discretization:
Unm L= Unn—1
y "
Wirttion—2 Yot Ypu—1in
h=
» Here, the amplification factors are the roots of the
following quadratic:

G - 1/G =4 Pe(cos kh —1)

» The roots can be approximated for small /¢ as:
Gi=1—4 Pesin®khf2 + % P st thh /2 (9a)
Gy =—1 —4 Pg sinkh /2 — % Pe? sintkh /2 (9b)

FO(kT) =

TE 1)(/;-’; (8)

» Note that 7| » 7y, = —1 and then one of the roots must
‘ be greater than one- unless both of them are equal to
one!

That lead him to suggest that — look, we are doing second order accurate in space if |
look at in terms of h square; so, why not make the time discretization also second order
accurate? So, what happens? What | would do if I am applying this equation at the j? |
will take the solution one level up related to one level below. This has an alternative

name also. This is what is also called as the Leapfrog Method.

Some of you have played these games; child’s play like, they call this Leapfrog or
Hopscotch Method. You have heard of people jump from leaving one square
alternatively and jumping. It is something like your checker’s game. So, that is exactly
what is suggested in this method. So, what happens? You could now look at the
difference equation and use the same methodology of analysis that we have looked at so
far.

So, we define G and what do | get from here? | will get u i j plus 1 divided by u i j that
should give me a G.



What about this? | am saying that, if | have a term like this (Refer Slide Time: 43:46) and
relate it with this relationship should come via the G because the Fourier amplitude is
related by G.

What happens? When | am looking at i j minus 1, | am trying to relate with i j. What
happens? Then it will become 1 over G; that is what happened here. If | divide both sides
by u i j, thiswill be uijminus 1 by u i j. So, that would give me this - 1 over G. So, you
can see, this term will give us G; the next term will give us 1 over G; we just take this 2

on the other side and everything remains as before.

Now, what happens? We have now two roots: G 1 and G 2 given by this. You do not
need to even solve it to find out what is happening. But you can very clearly see it is a
quadratic with the last term; the product term of the root is minus 1. You can see that G
square minus 1 into 4 Pe into this. So, G 1 into G 2 is minus 1. So, what does it mean? If
one of them is less than 1, it is stable; the other one has to be unstable.

So, without even solving here is a naive approach - just because you apply a higher order
method, does not mean that you are going to get what you want: more accuracy, faster
calculation, stable calculations.

(Refer Slide Time: 45:42)

Higher Order Method: Richardson’s Scheme
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# A conditionally stable mode- better than FTCS method.

» Compared to FTCS method, this mode has higher
accuracy.

Now, here is an example where you actually end up in trouble. If you do not believe me,

you can use up writing a small program and find out, is G 1 and G 2 contours?



So, G 1 expression we have seen given by 9 a, and G 2 is 9 b. So, if I look at G 1, this is

what | get.

Now, what happens is this picture is somewhat reminiscent of what we did for FTCS.
The only thing is - here all the lines are shifted to the right because it is more accurate
method. So, every line actually got shifted there. Now, even this line you are seeing is
still plus 0.05. So, 0 lines would be even further on this side; so unstable region for G 1
has been shifted on that side. You can also see that, the last line |1 have shown here is

actually triple 9 - 0.999. So, every time step you are accumulating error of 0.1 percent.

(Refer Slide Time: 46:50)

Higher Order Method chhardson s Scheme

Pe
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# This is the spurious non-physical mode.
» This Is also the unstable mode.

» Overall this is an unstable method, despite its promise
L of higher accuracy w.r.t. FTCS Method _ |

So, you would say, there is an improvement. So, why are we complaining? We are
complaining because of this other part - look at this G 2; you can see there, this line is
less than minus 1. So, this G 2 mode is unstable mode. So, when you are actually going
to compute, it is going to be a combination of G 1 and G 2. One mode is more stable and

the other mode is violently unstable. So, net result is - you will not be able to use this.

There is other thing also. You must understand that this happened because we tried to
use a method which required information at 3 time levels. That is why we ended up with

a quadratic in G.

If you recall, in FTCS we got a single value of G because there was just a linear relation

G is equal to 1 minus 4 Pe sin square k h by 2, but here instead we got a quadratic. So,



we get one mode - the G 1 mode, which resembles the actual physical mode; whereas,
the G 2 is an attribute of our numerical method. So, we will call this as a numerical mode
or non-physical mode and it is spurious. It does not exist; it has come about because of a
numerical strategy. So, we conclude that, despite its promise of higher accuracy with

respect to FTCS method, this is essentially a unstable method.

So, please do not be taken in by any such claim that, higher order methods are better
methods. Always you will have to come back to the drawing board; do your own
analysis; find out whether its works fine or not. We learnt our lesson that always you

may not get the same thing.

(Refer Slide Time: 48:37)

Higher Order DuFort-Frankel Method

‘* # To solve the heat equation, DuFort-Frankel suggested
the following modified difference equation:
Winon+t — Wina—1 Wy L Wpen+1 — Yoen—1 T Wine—1.0¢

2k B fi

(10)

» Here, the amplification factors are the roots of the
following quadratic:
G—1/G=2Pe [ —G—1/G+cM
# This can be further simplified to:
(L 42 P\CG*— 4 Pe Cros(kh) - (L =2 Pef =0 (11)
» The roots are therefore given by,

(’l.’_' — =2 I I‘U‘\l‘,[,//l + \\Iﬁ (12)

‘ » Note that the algorithm makes the eqvt. diff. eqn.
= hyperbolic for-1— 4 P? .uln’)l‘}.‘/n < il —

Now, this is a method which was pioneered by these two gentlemen: Du Fort and
Frankel. What they did was somewhat very suspicious. You can see the equation 10;
what has been changed compared to the other method - that Richardson method. What

did we do there?

So, there, it was the Richardson Method. So, Richardson method is written like this
(Refer Slide Time: 49:01).

Now, Du Fort and Frankel realized that, that method is unstable. So, they said - let us
play a trick. What do we do is instead of this quantity here which is this point (Refer

Slide Time: 49:21), what | do is | take as this as average of these two points; that is what



they have done; you see 2 i j has been replaced by u i j plus 1 and u i j minus 1. This
looks adhoc. So, we do not let it lie there just like that and we can go ahead and start
investigating it. Once again you will agree with me that it is a 3 time level method
because you have j minus 1 j and j plus 1. So, you end up with a quadratic in G and that

is what you have here.

It looks somewhat little more daunting and complex, but you can get this; you simplify

it; you get this quadratic and you get these two roots.

Now, this is something that we should pass and ponder. Our method demand G to be
what? A real quantity; we are looking at a solution which is monotonically decaying. We
do not want it to oscillate right. So, G should be real, but if you look at this expression
here, this quantity under the radical sign depending upon your choice of Peclet number
and depending on the k h that you are looking at, that quantity can become negative.
When you take a square root, what will happen? You will get a G which will be

complex.

So, what happens? You started looking at a solution which should have been
monotonically decaying with t equal to constant, but here you are going to get a sort of
an oscillatory solution. What you could actually do? You could write down the Taylor
series expansion for this equation 10 which will do and we will show that if we are not
careful in choosing the spacial steps with the time step, our actual equation can turn out
to be hyperbolic.

So, in trying to solve a parabolic equation, somewhat careless approach like what has
been suggested here, can lead as to a parameter space, where the solution actually
becomes hyperbolic. This is a problem of consistency; this is what | meant by

consistency.

If 1 want to solve the problem which is parabolic in nature, solution should follow that
principle faithfully; if it does not, then we have an inconsistent method. Du Fort-Frankel
method has to be handled rather carefully. So, you have to ensure, you have to choose
your Peclet number in such a way that, the last relation is not violated so that you get

truly real values of G 1 and G 2.



(Refer Slide Time: 52:55)

Higher Order DuFort-Frankel Method (cont.)
|
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# The region inside the blue curve represents where we
have a hyperbolic method.

—# Outside the "blue’ thumb, the algorithm represents a —
parabollc problem. Frmmmiton: o Souriike Caynireg Lo PITE ar

We can actually work it out. We can work it out once again in Peclet number k h plane
and this is your G 1 contour and you can see various values here, like what we have seen
before. But | have also drawn a line here, which is thumb shaped, which is blue in color;
inside that region you have that quantity, negative. So, that is where your G 1 will have a
complex value, somewhere in this region - thumb shaped region; outside it is real; so,

outside there is no problem.

So, what you need to do is - you can actually choose a value of critical Peclet number. If
you keep it below, you are on this side; so, you have no problem of being inconsistent.
You will be inconsistent only when you take larger k h. Then some ranges of k h will
display hyperbolic wave nature. Whereas, other values of k h will display parabolic

nature. So, this is your G 1 contour.



(Refer Slide Time: 54:06)

Higher Order DuFort-Frankel Method (cont.)
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# This is the spurious numerical mode.

» The region inside the blue curve represent where we
have a hyperbolic method.

‘ # Outside the 'blue’ thumb, the algorithm represents a
—  parabolic problem. |

You can also similarly look at the G 2 contour and this is what we get. Needless to tell
you that G 2 is the numerical mode; it is not there physically. Why do we call it a

numerical mode?

Physically why should we expect that G should be only 1.

(()) [Noise]

Pardon

Absolutely. So, what he said is the following: In the limit delta t going to O, you are
actually looking at the local time; numerically you may take 3 time step or 4 time step as
many as you want, but your definition of continuum derivatives relates it is to derivatives
to be calculated at that time. That is why you should always try to avoid this temptation

of involving more than two time levels.

So, this is something that we have seen for the Richardson method as well as Du Fort

Frankel method that, we do end up having a spurious numerical mode.

Once again, | told you the region inside the blue curve is where we have the hyperbolic
equation. Outside this term there, algorithm represents the original parabolic problem.

But you also realize that, this mode values; actually you will see it is loaded.



Now, you can take a look and download the material. You can see that most of the small
values of k h, for very small values of Peclet number, they are close to 1. So, it does not
hard very much. That is why Du Fort Frankel method has been introduced, sometimes if
I am not wrong, some sometimes in 30s or 40s and you may actually even do a little of
bit search you will find that there are still people who use this method, but you have to be
careful because you have to really taken Peclet number very small; otherwise this
spurious mode is going to really hurt your solution because if | take larger value, you see
this is 0.3 lines, then this is 0.4 lines and so on and so forth.

So, you can actually get into a problem where you may lose physical information. Why
do I say that? The fact is - any time | prescribe you some initial condition and you have
two modes, what does the solution do? The solution distributes this initial energy into
these two modes. If one of the modes keeps on dumping it by factor of 80 percent every
time step, that part of the solution is lost. So, your initial condition information is
irreversibly lost. I do not know how many of you have taken a course on topic called
chaos dynamics - there they swear by initial condition; they say like there are many
physical systems including our weather. If | make a very small error in the initial

condition, after some time the solution diverges from the actual solution.

So, you understand that these multi-level methods have this perennial problem of
invoking spurious numerical modes. They can take away a chunk of initial conditions
and the resultant solution, despite the other part being physical, still would be deficient

and wrong.



(Refer Slide Time: 58:06)

DuFort-Frankel Method: Other Explanation

‘ # Forthe DuFort-Frankel method:

Wt | Wiyn—1 Wy 1t e vi+1 ey pi—1 T Wim—1

'_)/v‘| h?

(10)
» The left hand side is equivalent to.

Du | koh b P
a T oar oo+ (13)
» Similarly, the right hand side is equivalent to:
Fa k] PP K ate kot
TR T EREe T mRar tee (14)

# Equating (13) and (14) and taking the limit &,. /1 —0,
the equivalent equation turns out to be,

du _ ' 320 3¢l
T T f mE 12Nt (15)

» Where = &y /hvand v = 3/

‘ » What are the characteristics of this equation?

» DuFort-Frankel method is not Consistent.if .i.is finit€ e . o

This is something that we should always keep remembering. We can also do a Taylor
series and see what happens. The left hand side that we have here, v is nothing but del u
by del t plus k 1 square by 6, the third derivative; then k 1 to the power 4 by 120, 5th

derivative and so on so forth and the right hand side gives you this.

So, what happens is - when you equate this, you get an equation of this form. What is
this beta? Beta is k 1 square by h square. We call it here as beta square. We also have
this part - last part of the solution, where if I call k 1 square by h as gamma then this part

is this.

Now, what happens? We look at the limit; your k 1 is small, h is small; so, what would
you expect? You should get back to your continuum equation. However, in the process,
if k 1 by h remains a finite value, it is not 0. Then what happens? This term remains;
these beta square terms will not go away, despite the part that individually k 1 is

vanishing, h is vanishing, but their ratio is finite.

So, what happens to your wave equation? Any time you have second derivative of time,
related to second derivative of x, you end up like what you have seen that d’alembert’s

wave equation.



So, you need not to believe me. You just plug in the trial solution u is equal to some i k x
minus omega t and convince yourself that you are getting a real dispersion relation. That

would imply it is a hyperbolic equation.

So, we concluded that DuFort-Frankel method is not consistent if beta is finite, even

though k 1 and h may go to 0.

So, | stop here.



